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Figure 1.: Study workflow and concept.

The contemporary Integrated Circuit (IC) supply chain follows a horizontal business model in
which Intellectual Property (IP) owners rely on the involvement of external design houses and
untrusted, off-site foundries. This mode of operation accommodates the need for a short time
to market and reduces design and production costs. However, the inclusion of third parties has
led to the rise of serious security and trust concerns throughout the IC supply chain, including
IP piracy, IC counterfeiting, and malicious circuit modifications known as Hardware Trojans
(HTS) [1].

In the last decades, hardware Trojans have been identified as a potential source of severe security
vulnerabilities [2]. These malicious circuit modifications can be utilized to exploit, manipulate,
and control electronic systems through judiciously inserted hardware backdoors. HTs can po-
tentially lead to a wide range of attacks, including information leakage, denial of service, and
reliability reduction, among others. As digital hardware plays a major role in all sectors of the
modern age, HTs can incur significant damage and have dangerous consequences in the context
of telecommunications, automotive electronics, medical devices, financial infrastructures, and
military systems—just to name a few. Even though HTs have not been reported in the wild,
the sheer fact that these tiny modifications can be implanted into hardware even with basic
tooling [3] offers a potent motivation to design security mechanisms.

In the last decades, many efforts have been invested in exploring, implementing, and testing
various methodologies to ensure trustworthiness throughout the IC supply chain. For example,
the United States Defense Advanced Research Project Agency (DARPA) has issued multiple
funding programs to support trustworthy electronics research and development, including the
IRIS [4], TRUST [5], and SHIELD [6] program, among others. The potential of this issue has
also been recognized within Germany. The German Federal Ministry of Education and Research
(BMBF) has issued a funding program for 2021-2024 to tackle the challenges of trustworthy
microelectronics for Germany and Europe [7; 8]. Unfortunately, to this day, a formal process
of ensuring the trustworthiness of hardware across the IC supply chain has not been defined.
Therefore, within this study, we evaluate existing protection mechanisms to define the required
focus and effort of future research challenges to guarantee secure hardware throughout the
supply chain.

This study follows the overall concept presented in Figure 1, consisting of four Work Packages
(WPs). The first WP concerns the identification of the asset, its different formats, and its
interaction with potential vulnerabilities throughout the Hardware (HW) supply chain. Hereby,
we focus on the point of contact between the asset on different abstraction levels and untrusted
parties or their tooling to gather a set of possible vulnerabilities. Within WP1, we further analyze
the specific scenario of the untrusted foundry as the common denominator for most IP owners
who have to operate fabless due to cost reasons.
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WP2 focuses on the analysis of state-of-the-art protection and detection mechanisms w.r.t.
malicious modifications at different supply-chain stages and HW abstraction levels. These so-
called Design-for-Trust (DfTr) methodologies are further evaluated for their applicability for
securing the critical asset from WP1.

In the next step, within WP3, we focus on possible formal guarantees of the DfTr methodolo-
gies identified in WP2. The existing guarantees are further extended with an analysis of the
requirements necessary to enable an end-to-end procedure to formally secure the identified asset
throughout the supply chain.

Finally, based on the study from the previous work packages, in WP4, we compile a list of
relevant research challenges that aim to enable a formally verified and trustworthy hardware
supply chain. The challenges are weighted w.r.t. the work complexity, applicability, and relevance.
The research recommendation is presented alongside time estimations®.

! Note that the recommendations are based on possible challenges that might be addressed within the frame
of 10 to 15 years.
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Part I of this study focuses on the mechanics of the electronics supply chain and its possible
attack vectors. For this purpose, the entire supply chain is described to allow for a detailed
inspection of every stage. The asset that requires protection is identified throughout the supply
chain. For the security analysis, we build upon the zero-trust model to avoid overlooking any
possible vulnerabilities [9]. To document the vulnerabilities, we analyze how the asset comes into
contact with third-party Intellectual Properties (IPs), tools, and entities. Thus, every contact
point between the asset and untrusted parties is regarded as a vulnerability.

Chapter 1 illustrates the electronics supply chain. The legitimate (trusted) IP takes many forms
throughout the chain. Thus, the asset is represented for every stage of the supply chain in its
current format.

Chapter 2 depicts every point of contact between the different representations of the asset and
a third party, or their tooling and IP. The points describe the vulnerabilities and allow the
identification of the attack vectors and their respective threat level. Hereby, a special focus is
given to malicious design modifications known as hardware Trojans.

In Chapter 3, a specific focus is laid on untrustworthy external design houses and foundries as
the business backbone of many IP owners. This deep reliance on outsourcing sensitive assets to
third parties for design and manufacturing is marked by a loss of control and assurance thereof,
thus introducing a major window of vulnerability that requires more attention.
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1. Classification of Critical Assets

In this study, we focus solely on the hardware design—the IP—as the asset. This chapter depicts
the electronics supply chain (Fig. 1.1) and the different formats of the asset during every link in
the chain [10; 11].

.

Specificationo>

IC supply chain

Q
RTL Logic Physical
design synthesis design
o

I

o> Fabrication o> Assembly o> Distribution o> Application

IP owner External design Foundry Assembly OEM End users
house facility

Figure 1.1.: The electronics supply chain.

The asset changes state while going through the different stages. Every state is explained in the
section for the respective stage in the supply chain. The asset formats are summarized at the
end of every section in a table. Additionally, figures at the end of every section illustrate how
the asset changes its form, from, e.g., readable text files to a layout design to the final chip.

1.1. IP Owner

The report considers the IP owner to be the trusted party, who wants to protect the asset
from untrusted party in the supply chain. Scenarios that consider a trusted client that provides
a specification to the untrusted IP owner is not considered. The IP owner can have multiple
descriptions of the same Hardware (HW) that represent the HW on different abstraction levels
(Fig. 1.2). The design of the HW is typically driven by multiple application-dependent objectives,
such as power, area, and performance. These design goals are defined in the 'specification’. As
we focus on the supply chain, we do not consider security flaws present in the specification, but
only vulnerabilities, introduced within the supply chain during contact with untrusted parties,
their IP, or their tooling.

Once the specification is completed, the HW designer starts implementing the design in a
Hardware Description Language (HDL). Common choices for HDLs operate on the Register-
Transfer Level (RTL), such as Verilog and VHDL [12]. An implementation on RTL allows
fine-grained design choices due to the low abstraction level. However, the low abstraction level
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Figure 1.2.: Different hardware abstraction layers.

results in a more complex debug environment. Thus, an increasing number of design houses
implement their designs in languages on higher abstraction levels. This ranges from software
application languages, such as C (compiled to RTL via high-level synthesis [13]) to architecture
description languages such as nML [14] that can be utilized to generate RTL automatically.
Many commercial and open-source tools exist to process descriptions on higher abstraction
levels to generate RTL [15]. Additional novel HW description languages include Chisel [16] and
Bluespec [17], which can be used to generate Verilog.

Furthermore, modern HW designers use Virtual Prototypes (VPs) to simulate their design and
enable early development of software for the intended HW. Some tools allow a generation of
RTL code from the VP descriptions, such as SystemC [13]. But many designers implement the
VP next to the hardware design.

Some components of the final RTL description are not designed in-house but are bought from
third-party vendors. A third-party HW description on RTL is called soft IP. The additional RTL
code is connected to the in-house design concluding the work on this abstraction level.

Once the RTL code is finalized, it needs to be transformed to a layout [18]. The resulting GDSII
description is required by a foundry to manufacture the chip. This is done in two steps. First,
logic synthesis is used to generate the gate-level netlist from the RTL description. This can
be done using modern Electronic Design Automation (EDA) tools, such as Synopsys Design
Compiler [19]. Second, the gate-level netlists is further processed via placement and routing to
generate a spatial description of the HW—the so-called layout. Some IP owners do this process
in-house, while others transmit their RTL design description to an external design house, where
they conduct the logic synthesis as well as the placement and routing process. In this study, we
will cover both scenarios, a supply chain with and without an external design house.

Table 1.1 and Figure 1.3 illustrate the different forms of the asset in the hands of the IP owner.

1.2. External Design House

An external design house can be the first third party to have full direct access to the IP. The
designer gives the design house access to the HW description in the form of the gate-level netlist
or the RTL description. The external designers are responsible for processing the description to
enable the manufacturing by a foundry, resulting in a functional, in-silicon chip.

Hensoldt Cyber GmbH - Willy-Messerschmitt-Strasse 3 - 82024 Taufkirchen, Germany 10
Managing Directors: Nadine Bartl and Stefan Burner
Registered Office: Taufkirchen District Court of Munich, HRB 236520 - USt ID / VAT: DE315 5880 109



HENSOLDY

Description Format ‘ Abstraction level

Specification Text file or piece of paper Specification
Virtual prototype Text file (SystemC, ...) System level

Archlt'ect'ure Text file (nML, Bluespec, Chisel,...) Architecture level

description

RTL design Text file (Verilog, VHDL, SystemVerilog, ...) Register-Transfer level
Gate-level netlist Text file (Verilog) Gate-level

Table 1.1.: List of assets in the hands of the IP owner.

High-level ™\
description

i 10N o Specification s Logic
Spec1ﬁcat10nImplementatlo synthesis

Virtual 3rd-party
prototype soft-IP
- >
IP owner

Figure 1.3.: The asset changing format in the hands of the IP owner.

In case the external designers process the RTL description, logic synthesis needs to be done,
mapping the generic description onto a technology library. The resulting gate-level netlist can
be used to estimate the clock speed and area of the resulting chip.

The netlist is technology-dependent but does not give any information about the physical location
of every gate. Placement and routing are conducted by the design house using modern EDA tools,
typically by Cadence or Synopsys. This step ensures the generation of a 3-dimensional description
defining the placement and connectivity of every single transistor in the chip. Additionally, the
clock tree needs to be designed with the intent that the clock signal reaches every design
component in time. The final design in GDSII format (=the layout) can be forwarded to the
foundry for manufacturing.

An additional service that is offered by most design houses is the implementation of the Design
for Test (DfT') logic. Further wiring and registers are added to the design to allow the testing of
the internal state of the design. Scan-chains offer easy access to the internal signal state of the
architecture at runtime. The signals are accessible via an additional interface, often JTAG, to
allow the analysis of the architecture’s behavior on new software or input patterns. The interface
is often encrypted or destroyed after the chip is tested to avoid the leakage of sensitive data after
releasing the final chip [20].

Table 1.2 and Figure 1.4 illustrate the different formats of the asset in the hands of the external
design house.
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Description Format ‘ Abstraction level ‘
RTL design Text file (Verilog, VHDL, SystemVerilog, ...) | Register-transfer level
Gate level netlist Text file (Verilog) Gate Level
Layout GDSII Design Layout level

Table 1.2.: List of asset formats in the hands of the external design house.

Technology 3rd-party
library hard-IP

RTL Logic " Gate-level Physical
description synthesis netlist etz

O
3rd-party
soft-1P
3

External design
house

Figure 1.4.: The asset changing format within the hands of the external design house.

1.3. Foundry

Many modern designers cannot maintain their own foundry. Therefore, the manufacturing process
is outsourced to a third party. The foundry receives the layout of the design and returns a batch
of manufactured chips.

The technology library chosen for the logic synthesis needs to represent a technology that can be
provided by the foundry, as the manufacturing equipment must match the exact specifications
of the underlying technology. In many cases, the foundry also provides the packaging of the chip,
allowing other parties to implement the IP on a circuit board, e.g., a Printed Circuit Board
(PCB). The ports are connected to pins, and the chip is packaged for protection against physical
damage.

Table 1.3 and Figure 1.5 illustrate the different formats of the asset in the hands of the foundry.

Description Format Abstraction level
Layout Text file (GDSII format) Layout
Final chip Physical design, not combined into a device yet Physical layer
Packaged chip | Physical design - packaged - allows integration into PCB Physical layer

Table 1.3.: List of asset formats in the hands of the foundry.

1.4. Assembly

The assembly step in the supply chain can include multiple entities. The assembly constructs
multiple components to fit a certain application. For a single chip batch, this can lead to either
the same product or diversified products.
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3rd-party
hard-IP

< Foundry >

Figure 1.5.: The asset changing format within the hands of the foundry.

A common strategy for assembling the final product is the modular system. Several smaller
components are assembled to form intermediate products, which are further assembled with
other intermediate products to form a larger module or the final product. Multiple production
entities may be involved in developing the individual modules. In this context, the client can
receive a packaged chip of the owner’s IP or an unpackaged version, depending on how the
different components are assembled.

Table 1.4 and Figure 1.6 illustrate the different formats of the asset in the hands of the assembly
facility.

Description Format Abstraction level
Physical desi t bined int
Final chip ysical design, nob combined o a Physical layer
device yet
Intermediate Physical design, combined with some .
. . Physical layer
device additional components
Final device Physical design, packaged Physical layer

Table 1.4.: List of asset formats in the hands of the assembly facility.

3rd-party
devices

Assembly
facility

Figure 1.6.: The asset changing format within the hand of the assembly facility.

1.5. OEM

After all components are assembled to form the final product, the chips are distributed by either
the IP owner or an Original Equipment Manufacturer (OEM) procurement is utilized. The
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product can be sold to an OEM, which distributes the product to be rebranded and used in

other companies’ products.

Table 1.5 and Figure 1.7 illustrate the different formats of the asset in the hands of the OEM.

‘ Description ‘ Format ‘ Abstraction level ‘

’ Final device ‘ Physical design, packaged ‘ Physical layer ‘

Table 1.5.: List of asset formats in the hands of the OEM.

Final
device
<>
OEM

Figure 1.7.: The asset changing format within the hands of the OEM.

1.6. End Users

The final design, which includes the asset, is sold to the end user.

Table 1.6 and Figure 1.7 illustrate the different formats of the asset in the hands of the end user.

’ Description ‘ Format ‘ Abstraction level ‘

’ Final device ‘ Physical design, packaged, combined with other components ‘ Physical layer ‘

Table 1.6.: List of asset formats in the hands of the end user.

The final asset chain that corresponds to the supply chain in Figure 1.1 is illustrated in Figure 1.8.
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2. Electronics Supply Chain Threats:
Hardware Manipulations

The electronics supply chain operates in a horizontal fashion, optimizing for short time-to-market
deadlines and cost reduction. These objectives, however, force legitimate IP owners to rely on
the inclusion of a plethora of external entities, as well as closed-source, third-party EDA tools.
This complexity and distributed nature of the supply chain have led to a profusion of security
vulnerabilities due to one simple reason—unverifiable assurance of trust between the involved
parties. One of the most critical security threats enabled by this absence of verifiability are
malicious design modifications known as Hardware Trojans (HTs). HTs have become a driving
force for security research for more than a decade [2]. Unfortunately, the issue of HTs is far from
resolved.

To further analyze the background and source of HTs!, this chapter takes a closer look at
state of the art in HT design, classification, and implementation in Section 2.1. Possible attack
models that lead to HT insertion are analyzed in Section 2.2. A threat evaluation is performed
through the mentioned analysis, with a final conclusion in Section 2.3. Finally, open challenges
are summarized in Section 2.4. Note that we consider any form of malictous manipulation,
regardless of whether logic 1s removed, bypassed, or added within a design, as a HT.

2.1. Hardware Trojans

Hardware Trojans can be defined as malicious, intentional, and stealthy modifications of inte-
grated circuits during the entire HW supply chain [21]. The malicious behavior can be embodied
in the form of information leakage, power dissipation, denial of service, performance degrada-
tion, or, more generally, in a behavior that is not originally intended. The modification must
be intentional; otherwise, the Trojan is equivalent to a random fault. The implementation of
Trojans is assumed to be stealthy to enable the modification to pass through any form of tests
and security checks, thus allowing the Trojan to remain dormant in the chip until activation.

2.1.1. Trojan Components

The research community has defined the following HT components: trigger and payload [22; 23;
24]. A visualization is given in Figure 2.1. The trigger mechanism activates the payload on a
certain event. This event can be arbitrarily complex, including external signals (e.g., through
a signal captured by an antenna), specific input values or a series of input patterns, specific
circuit states, number of cycles, sensor values, and others. The payload is the manifestation of
the malicious behavior that results in the intended attack.

! Within the scope of this study, we sometimes refer to hardware Trojans as "Trojans".
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Figure 2.1.: Hardware Trojan components.

The implementation variety of the trigger and the payload has, in principle, no limits. To make
things worse, HTs can be injected into the target design at any stage within the HW supply
chain. Thus, HTs create a vast attack landscape that still remains an open problem.

2.1.2. Classifications

The complexity of the HT-enabled attack landscape has triggered efforts to create a classification
of HT implementations, with the intention of easing the path toward potential detection or
prevention methods by better understanding how Trojans could be implemented. In the following,
we discuss existing classification concepts. Note that most classification systems are evolving in
time, as researchers identify novel ways of injecting and designing Trojans. Hence, the following
data captures the state of classifications in the referenced publications.

2.1.2.1. Physical, Activation, and Action Characteristics

An early attempt at classifying hardware Trojans was presented in [25; 26] with the objective
of facilitating the proper evaluation of the effectiveness of HT detection methods. Here, HTs
are decomposed based on three criteria: physical, activation, and action characteristics. This
classification is shown in Figure 2.2.

The physical class describes different hardware implementations of Trojans, including the distri-
bution, structure, size, and type. The distribution refers to the location of the Trojan’s imple-
mentation within the chip’s layout. The structure category captures the case when the layout
must be regenerated due to the injected HT; thus, either a layout change exists or not. The size
category describes the number of components in the chip that have been added, changed, or
deleted due to the HT. Finally, the type category segregates Trojans into the functional and
parametric classes. The former includes Trojans that are manifested through the physical addi-
tion or deletion of transistors or gates. The latter describes Trojans that rely on modifications
to existing wires, gates, and logic.

The second decomposition accounts for the activation characteristics that trigger the HT's
malicious behavior. The characteristics are separated into externally and internally activated
Trojans. External activation can be manifested in the form of an antenna that receives a certain
trigger signal or specific sensor values used to interact with the chip’s environment. Internally
activated Trojans capture two subclasses: always-on and conditional HTs. Always-on HTs are
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Figure 2.2.: Hardware Trojan classification based on physical, activation, and action characteris-
tics.

continuously active and can corrupt the chip’s functionality at any time. Conditional Trojans,
on the other hand, activate only on the occurrence of a specific event, such as specific logic or
sensor values.

The third class captures the action characteristics of Trojans. Note that "action" can be consid-
ered as the payload—as discussed in Section 2.1.1. This class targets three different behavioral
traits: transmission of information, functional modification, and modification of the specification.
The transmit-information class captures Trojans that enable or facilitate the transmission of se-
cret keys or, in general, data to an attacker. The modification-of-function class describes Trojans
that affect the chip’s intended functionality by adding, removing, or bypassing logic. Finally, the
modify-specification class includes Trojans that target the change of parametric values of the
chip, such as the power or delay characteristics.

2.1.2.2. Activation Mechanism and Effect

A high-level classification of hardware Trojans was presented in [24]. The classification segre-
gates Trojan types based on variations in activation mechanisms and the payloads’ effect. The
classification is presented in Figure 2.3.

The trigger classifies HTs into analog and digital Trojans. The former captures activation mech-
anisms through analog computing, such as device aging and temperature variations. The latter
represents Trojans that are activated by a Boolean function. Trojans triggered by analog effects
are considered to attack process steps that compromise the reliability of the target chips. Exam-
ples include specific values of on-chip sensors or voltage variations. Digitally triggered Trojans are
further classified as combinational and sequential. Combinational HTs listen to specific in-circuit
values that do not require the support of multiple states. An example are one-time rare inputs
or node values?. Sequential Trojans rely on a certain combination or value of states, such as a
certain value of a counter after a selected number of cycles.

2 A node value is the value of the output wire of a node (gate) in the circuit.
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Figure 2.3.: Hardware Trojan classification based on trigger and payload mechanisms.

The payload mechanism segregates Trojans based on the type of effect the Trojans have on the
infected circuit operation, including digital, analog, and other responses. Digital payloads can, for
example, change the value of certain signals within the circuit or the system’s memory. Analog
payloads influence the power and delay characteristics of the target chip. Other payloads might
result in information leakage by creating additional paths between critical (secret) keys or data
and primary outputs, or block further chip operation, thus leading to a Denial of Service (DoS)
attack.

2.1.2.3. A Comprehensive Classification

A comprehensive classification of hardware Trojans was proposed and refined in [27; 10]. The
classification is visualized in Figure 2.4. This classification was developed to enable the compar-
ison of HT-detection methods. Moreover, it was used as a guideline to compile the currently
largest collection of online-available "trust benchmarks"3—a set of Trojan-infected hardware
benchmarks. This classification looks at the entire spectrum of Trojan types spanning from the
supply-chain phase in which the Trojan is inserted to the physical characteristics of the Trojans’
implementation.

At the highest level, the classification starts with Trojans that are inserted in different supply-
chain stages, thus covering the specification, design, fabrication, testing, and assembly and pack-
aging phase. Next, the abstraction level at which the Trojan is injected is considered. This
includes Trojans designed and inserted at the system level down to the physical layout. In the
following step, Trojans are segregated based on the activation mechanisms. Here, similar to
the classification in Section 2.1.2.1, the trigger mechanism can be always-on or conditionally
triggered by a selected event. Next, the Trojan effect is used as a separation criterion. Thus,
Trojans are classified based on the manifestation of their payload in the form of a functional
circuit change, performance degradation, information leakage, and denial of service. The loca-
tion criterion describes the exact location, such as a design module, where the HT is inserted.
Finally, Trojans are distinguished based on their physical characteristics in the same manner as
in Section 2.1.2.1.

8 The benchmarks are freely available here: https://wuw.trust-hub.org/
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Figure 2.4.: A comprehensive hardware Trojan classification.

2.1.2.4. Reverse-Engineering-Based Classification

The previous classification systems offer detailed guidelines on how to describe, categorize, and
evaluate hardware Trojans. Unfortunately, the classifications simply try to capture as many
implementation features as possible, thereby speculating what traits HTs might have. Another
downside of this descriptive classification approach is that it does not create any relation to
defensive approaches: what does a Trojan class tell us about how we can protect against it?
To answer this question and overcome the endless feature accumulation of Trojan types, a
consolidated classification was presented in [28]. This classification system aims at separating all
Trojans into two categories, Class-1 hardware Trojans (C1HTs) and Class-2 hardware Trojans
(C2HTs), based on a single criterion—the requirement of Reverse Engineering (RE) for Trojan
design and insertion. The consolidated system is shown in Figure 2.5.

C1HTs cover Trojans that are RE-dependent. Thus, the attacker must invest a certain effort to
understand the target’s (asset’s) design specification (at an arbitrary level) to design and insert a
design-specific hardware Trojan. Consequently, a C1HT allows for a controllable trigger leading
to a high-impact attack in a known application environment. In a more simple model, C1HTs
comprise all Trojans for which at least one design component—the trigger or the payload—
is RE-dependent. An example of such a Trojan is a modification of the decoder of a RISC-
V microarchitecture that filters out a specific sequence of (software) instructions and, upon
triggering, leads to a complete stop of instruction execution, i.e., a DoS attack. Hereby, we assume
that the attacker must identify the exact functionality of the asset (=processor), its specifications
(=RISC-V instruction set), its microarchitectural design traits (=location of the decoder), and
the application area (=e.g., control unit of a radar system). Evidently, this configuration can
lead to disastrous attack vectors. Since a certain RE effort is required for the injection of class-1
Trojans, any form of protection mechanism that increases the RE effort might be used as a
deterrent.

C2HTs includes Trojans that are RE-independent. Therefore, an attacker is able to insert this
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Figure 2.5.: Hardware Trojan classification based on the reverse-engineering effort.

type of hardware Trojans into a design at any stage or abstraction level without any knowledge
about the underlying asset. Consequently, C2HTs are malicious modifications for which both
design components—the trigger and the payload—are RE-independent. As no RE effort is
required for the design and insertion of a C2HT, it can always be inserted regardless of potential
protection mechanisms. Nevertheless, such a Trojan might be of low impact, high detectability,
result in random attacks, or by chance, might never be triggered. An example of a class-2 Trojan
is an XOR gate that takes two inputs: a selection input and a random wire from the asset. When
the selection bit is (in an arbitrary way) set to 1, the second input is inverted, thus injecting
some form of faulty behavior into the circuit. Otherwise, no change is introduced. Evidently,
such a Trojan can always be inserted into the design without any knowledge about the asset or
its application domain. More details can be found in [22].

2.1.3. Example Trojan Implementations

As discussed in Section 1, a wide range of entities, tools, and third-party IP is involved in
the design of a single chip. Moreover, the involved parties are often spread across multiple
companies operating in different countries and continents. Alongside the endless and intricate
implementation variations of HTs, the distributed nature of the supply chain makes it extremely
hard to catch hardware Trojans in the wild. Thus, so far, no confirmed case of a "real world"
HT is known. Moreover, the question is whether a company that detects an infected chip would
publicly announce it? The infection might remain a secret to protect the company’s business.
Nevertheless, some alleged Trojans have been documented. One prominent example is described
in the case of a Syrian radar system that failed to warn of an incoming airstrike. The failure was
speculated to have been caused by HTs integrated into the defense systems [29; 30].

The academic examples, on the other hand, are abundant and reach across all previously discussed
classifications [24; 31; 32; 33; 34; 10; 35; 36; 37|, some of which have also been put into silicon
for demonstration and measurements [38; 39]. Moreover, a recent study also demonstrated the
automatic insertion of hardware Trojans into circuits by means of standard EDA development
tools [3]. Note that a practically unlimited number of Trojan examples can be fabricated as
Trojans are, in terms of implementation, not different from any other hardware circuit—one
fundamental reason why it is so challenging to detect these alterations.
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Table 2.1.: Threat levels for hardware Trojan insertion.

Level ‘ Access format ‘ Direct access? ‘ Access environment ‘ Comment
Low ‘ Third-party IP ‘ X ‘ Trusted ‘ HT only in external files.
HIGH ‘ Third-party IP ‘ X ‘ Untrusted ‘ HT only in external files.
‘ EDA tool ‘ v ‘ Trusted ‘ HT insertion requires a high level of automation.
HIGH ‘ EDA tool ‘ v ‘ Untrusted ‘ HT insertion requires a high level of automation.
‘ Employee(s) ‘ 4 ‘ Trusted ‘ HT embedded in in-house environment.
HIGH ‘ Employee(s) ‘ v ‘ Untrusted ‘ HT embedded in off-site environment.

2.2. Attack Models

This section takes a closer look at different attack models that are enabled by the contact point
between the asset (the legitimate IP) and untrusted or external entities, tools, or third-party
IPs. Hereby, we look at each stage of the supply chain individually. For each stage, we analyze
what attack scenario is enabled by the available contact points. Every scenario is categorized
by a threat level. The threat levels are further described in Section 2.2.1. An overview of all
HT-based threats are shown in Figure 2.6.

2.2.1. Threat Levels

The threat levels used in this study are listed in Table 2.1. The objective of the threat levels
is to express the probability of an attack at a certain stage of the supply chain, regardless of
its effort and impact. Two criteria define the threat level: the access format and environment.
These criteria are defined as follows:

e Access format: The access format defines how the malicious entity gets access to the
asset. The format includes third-party IP, EDA tools, and rouge employees.

— Third-party IP: The HT is embedded in a third-party IP. Thus, the HT can only
influence the asset through externally included files.

— EDA tool: The EDA tool has complete access to the asset and inserts the HT.
— Employee: A malicious employee has complete access to the asset and inserts the HT.

e Access environment: The access environment includes two scenarios: trusted and un-
trusted. The former indicates that the HT is (willingly or unwillingly) inserted into the
asset in an environment that is supposed to be trusted (e.g., in the case of the IP owner).
The latter captures HT insertions in external, off-site environments that are considered
untrusted.

Using the criteria, we can distinguish three threat levels that are mainly directed by the access
environment. A visualization of the decision tree that determines the threat level is shown in
Figure 2.7. If the attack takes place in an untrusted environment, every threat, regardless of its
access format, is labeled with a HIGH threat level. The reason is that an untrusted environment
has full and direct access to the asset.

If the attack takes place in a trusted environment, the threat level depends on the access format.
If the HT is embedded in a third-party IP (=no direct access), it is marked with a LOW threat
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Figure 2.7.: Threat-levels decision tree.

level. If the access is direct, e.g., through a malicious EDA tool or rogue employees, the threat
level is set to

2.2.2. Hardware Trojans: Insertion Effort and Impact

Each scenario in the following sections is described with two additional parameters: effort (£) and
impact (I). E captures the effort required to insert a design-specific hardware Trojan (=class-1
HT). I describes the potential impact of the hardware Trojan (=impact of the attack caused by
a hardware Trojan). We estimate the effort and impact based on three variables:

e Environment type (7): trusted or untrusted (see Section 2.2.1).

e Reverse engineering effort (k): the effort required to fully understand the target design in
order to insert a design-specific (class-1) Trojan.

e Direct access (0): the type of access to the target design (see Section 2.2.1).

The variable values are presented in Table 2.2. The effort depends on the type of environment

Table 2.2.: Effort and impact variables.

(a) Environment (7). (b) RE effort (k). (c) Direct access (9).

Environment type ‘ Value RE effort ‘ Value Direct access ‘ Value

Trusted ‘ T=1 RTL or higher ‘ k=1 No ‘ 6=1

Untrusted ‘ T=2 Gate level ‘ K=2 Yes ‘ §=2
Layout level ‘ k=3
Chip level | k=4
Device level ‘ K=15
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and reverse-engineering effort:
K

E=-
-

(2.1)
An untrusted environment facilitates the insertion of a hardware Trojan (=lower effort) as the
insertion takes place in an isolated, external location. A trusted environment increases the effort,
as a malicious behavior of an attacker might be more detectable, thus constraining the actions
of the adversary. Moreover, the effort decreases with higher abstraction levels. For example, it
stands to reason that the effort to insert a design-specific Trojan is lower on RTL than on layout
level, as less reverse-engineering must be performed to understand the target design.

The impact of the Trojan depends on the environment and the access to the target design:

I=1-6. (2.2)

The impact is higher in untrusted environments, because the malicious party can move more
freely. Furthermore, having direct access to the target design allows for a more design-specific
implementation of the Trojan, thus resulting in a (potentially) higher impact.

Using the definitions above, we can look at corner cases to better understand the variables:
e Highest effort: trusted environment and layout level (no known example).

e Lowest effort: untrusted environment and RTL (or higher) level (external design house,
RTL).

e Highest impact: untrusted environment and direct access (external design house/foundry,
employees).

e Lowest impact: trusted environment and no direct access (IP owner, third-party IP).

2.2.3. IP Owner

The IP owner is considered a trusted environment. The possible attack vectors in this stage are
listed in Table 2.3. The specification is assumed to be trusted and not affected by malicious mod-
ifications. All attack vectors with direct access to the asset are labeled with an threat
level. The reason is that even though direct access is provided, the attack takes place in a trusted
environment in which (almost) all employees are supposed to be trusted. Thus, even malicious
employee(s) or EDA tools might be less effective in this environment. Third-party IPs are labeled
as LOW as no direct access to the asset is provided.

2.2.4. External Design House

The external design house is considered an untrusted environment. The attack vectors are listed
in Table 2.4. All contact points of the asset with third-party IP, tools, and employees are labeled
as HIGH threats since the untrusted party has full and uncontrolled access to the asset.

2.2.5. Foundry

The foundry is considered an untrusted environment. The attack vectors are listed in Table 2.5.
All contact points of the asset with third-party IP, tools, and employees are labeled as HIGH threats
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Table 2.3.: Attack model: IP owner.
Asset ‘ UntnfSted ‘ Example scenario(s) ‘ Threat level ‘ Direct ‘ E ‘ I
entity access
Virtual prototype Rogue Hiding faulty behavior of trigger software LOwW X
prototyp employee(s) g y gg .
Architectural desc. Rogue Manual inclusion of HT. ELEVATED v 2
employee(s)
Malicious Automatic insertion of HTs based on static code
Architectural desc. third-party . ELEVATED v 2
X analysis.
text editor.
Malicious
Architectural desc. EDA tool: Autorrfatlc insertion of HTs based on static code ELEVATED v 9
code analysis.
generation
RTL design Rogue Manual inclusion of HT. ELEVATED v - 2
employee
Malicious Automatic insertion of HTs based on static code
RTL design third-party R ELEVATED 4 2
. analysis.
text editor.
Infected
RTL design third-party Infected soft IP. LOw X
IP.
Gate-level netlist Rogue Manual inclusion of HT. ELEVATED v 2 2
employee(s)
Malicious
Cate-level netlist EDA .tool: Auton?atlc insertion of HTs based on static code ELEVATED v 9 9
logic analysis.
synthesis
Infected
Gate-level netlist technology HT hides in specific cells. LOW X 2
library
. Infected
Gate-level netlist ‘ third-party P ‘ Infected firm IP. ‘ Low ‘ X ‘ 2 -
Table 2.4.: Attack model: External design house.
Asset Untr]fSted Example scenario(s) Threat level Direct ‘ E ‘ I
entity access
RTL design Employee(s) ‘ Manual inclusion of HT. ‘ HIGH ‘ v _
Malicious - . .
RTL design third-party Auton%atlc insertion of HTs based on static code — v
) analysis.
text editor.
Infected
RTL design third-party Infected soft IP. HIGH X 2
IP.
Gate-level netlist | Employee(s) ‘ Manual inclusion of HT. HIGH v _
Malicious
Gate-level netlist EDA .tool: Auton'%atlc insertion of HTs based on static code HICH v
logic analysis.
synthesis
Infected
Gate-level netlist technology HT hides in specific cells. HIGH X 2
library
A Infected
Gate-level netlist third-party TP Infected firm IP HIGH X - 2
Infected
Layout third-party TP Infected hard IP. HIGH X 15 ‘ 2
Malicious
Layout EDA 'tool: Auton?atlc insertion of HTs based on netlist HIGH v 15
physical analysis.
design
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Table 2.5.: Attack model: foundry.
Di
Asset Untrl,ISted Example scenario(s) Threat level irect E I
entity access
Layout Infected Infected hard IP. HIGH v 1.5

third-party IP

Layout | Employee(s) ‘ Manipulation of layout. HIGH v 1.5

Manipulation of dopant polarity of existing

. HIGH v 2
transistors.

Chip Employee(s)

Table 2.6.: Attack model: Assembly.

Asset Untru'lsted Example scenario(s) Threat level Direct E 1
entity access
Infected
Chip third-party Infected third-party devices. HIGH X 2 2
devices
Manipulati f th g i
Chip Employee(s) anipu athl.'l of the package by, e.g., appending HIGH X 9 9
antennas (triggers).

Table 2.7.: Attack model: OEM.

Asset ‘ Untrl‘lsted ‘ Example scenario(s) ‘ Threat level ‘ Direct ‘ E ‘ 1
entity access
Chip ‘ Employee(s) ‘ Exchanging devices for infected ones. ‘ HIGH ‘ X ‘ 2.5 | 2

since the untrusted party has full and uncontrolled access to the asset. Note that the foundry
sometimes includes an external mask house for mask generation. However, we assume that the
mask generation is part of the fabrication process, thus being an untrusted environment.

2.2.6. Assembly

The assembly is considered an untrusted supply-chain stage. At this point in the chain, the
hardware is already manufactured and placed in silicon. Thus, malicious changes on the design
level are not possible. Nevertheless, the assembly facility can still manipulate and adjust the
chip’s packaging by, for example, adding malicious HW blocks or manipulating the packaging
and pins. The attack vectors for this stage are listed in Table 2.6.

2.2.7. OEM

The OEM is considered an untrusted entity. In this stage, the design is already packaged. Thus,
complex design changes are not possible. Nevertheless, the OEM can still exchange legitimate
devices with infected ones. The attack vectors for this stage are listed in Table 2.7.

2.2.8. End Users

End users are considered untrusted. However, malicious manipulations are typically not an attack
vector deployed at this stage of the supply chain. Nevertheless, end users can reverse engineer
the chip, steal the IP, and extract secret keys.
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2.2.9. The Cooperative Scenario

The attack models considered so far have been analyzed as individual stages with the assumption
that no cooperation between multiple malicious entities exists—as typically assumed in the
scientific community. However, it stands to reason that the inclusion of hardware Trojans is a
complex and tedious process, especially if the HT should exert a high-impact and targeted attack.
Therefore, a cooperative attack might be even more likely than just having a single, isolated
malicious entity. One example of Trojan insertion could look like follows:

1. IP owner: An in-house malicious employee shares knowledge about what chip is being
produced (e.g., processor) and for what purpose, i.e., the exact intended application domain
(=control unit of an airplane).

2. External design house: The external design house inserts a design-dependent Trojan with
the payload blocking the execution of instruction (=denial of service attack). The trigger
is configured to listen to an external antenna.

3. Assembly: an external antenna is mounted within the package.

4. End user: a malicious employee (e.g., of an airplane construction company) inserts the
infected processor into the target system (e.g., a specific airplane).

This attack scenario involves many untrusted parties across the supply chain. Thus, its implemen-
tation requires a high amount of planning, investment, and cooperation. However, its outcome
might become more likely if untrusted parties are placed alongside the supply chain instead of
having to design and insert a Trojan in a single step.

2.3. Threat Evaluation

The presented analysis in this chapter results in a clear message: the contemporary microelec-
tronics supply chain is riddled with vulnerabilities. To provide more focus on high-priority
vulnerabilities, we have introduced the effort and impact measures. Based on these measures,
we can gather the following observations:

e A trusted environment can include low effort HT insertion, but typically results in low
impact Trojans.

e An untrusted environment results in high-impact Trojans, specifically if direct access to
the target design is provided. Thereby, it does not matter if the design and insertion of
the Trojan is manual or automatic.

e All HT insertion scenarios in an untrusted foundry result in high-impact Trojans with a
relatively low insertion and design effort.

e The lowest-effort and highest-impact HTs can be inserted by an external, untrusted design
house operating on the RTL level.

The analysis confirms that external design houses and foundries pose the greatest threat within
the microelectronics supply chain, and therefore, the primary focus of protection and detection
research should be directed towards these supply-chain stages.
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2.4. Open Challenges

e What effort, tools, and knowledge are required to insert a design-specific (class-1)
hardware Trojan at different stages and abstraction levels in the supply chain?

e How to secure the hardware design while in the hands of external parties?

e How likely is a cooperative attack scenario, and how to protect against it?
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3. The Untrusted Desigh House and Foundry

One of the most prevalent attack scenarios within the HW supply chain is the malicious external
design house and foundry scenario. The reason that this scenario is frequently discussed within
the scientific and industrial community is that most IP owners have to outsource parts of the
design and fabrication services to third parties to uphold their business model. This reliance
is driven by multiple factors, including tight time-to-market deadlines, lack of necessary skills,
and exceptionally high construction and operational costs of semiconductor foundries [40; 41,
1]. As these third parties are often placed in off-site locations spread around the globe without
any form of assurance of trust in the design and production process, a malicious modification,
i.e., an HT, is a viable attack vector. Note that compared to other external entities, such as the
assembly facility or the end user, both the external design house and the foundry receive the
asset—the design files—in a form that is still "easily"! modifiable before it is hard coded into
silicon.

In this chapter, we take a closer look at the conditions that enable an HT attack while the critical
asset is in the hands of external parties. Section 3.1 summarizes the capabilities of the external
parties. Section 3.2 introduced the concept of reverse engineering. Finally, Section 3.3 outlines
the open challenges.

3.1. The Attack Model: Assumptions

The attack scenarios of an untrusted design house and foundry have been discussed in Section 2.2.
The following is true for both malicious entities:

e The entity is considered untrusted.

e The entity receives full access to the design. The external design house receives either the
RTL or gate-level design. The foundry receives the final layout.

e The entity operates without any restrictions or control by the legitimate IP owner.

e To insert a design-specific hardware Trojan (=class-1 Trojan as per Section 2.1.2.4), a
certain amount of RE effort is required.

As we can see from the assumptions above, an important factor that determines the nature of the
inserted Trojan is reverse engineering. Therefore, to understand the challenges and opportunities
in Trojan detection and protection, we need to take a deeper look at the entire RE process.

! Compared to modifying the chip after the fabrication is done.
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3.2. Reverse Engineering

Hardware RE is defined as the extraction of a set of specifications for a hardware design by
someone other than the original design (IP) owner [42]. Thus, RE has historically been seen as
a malicious act of significant relevance to governments, the military, and the industry. However,
RE can also be utilized as a tool to check if the chip adheres to the intended specification, i.e.,
to exclude an infection with hardware Trojans or, simply, bugs. Evidently, in the context of
malicious external entities, RE is used as a vehicle to decompose and understand the chip’s
functionality to insert a stealthy, design-specific hardware Trojan.

3.2.1. Flow

The primary objective of RE is to obtain an abstraction level of the asset that can be further
analyzed and manipulated. In order to bring the asset to the most favorable abstraction level
(ideally to its original specification), the attacker must invest a certain amount of Reverse
Engineering Effort (REE). As the abstraction level of an asset decreases, a greater amount of
REE is required to fully understand the design and insert C1HTs. The REE in each stage of
the supply chain depends on various factors, including design complexity, level of obfuscation,
availability of tools, human resources, financial resources, time, and others. Table 3.1 lists some
of the available academic and industrial tools that only partially automate the RE process, which
still requires manual pre- and post-processing steps. A fully automated, non-destructive, and
zero-fault RE is not yet available. Furthermore, due to the sequential nature of the RE workflow,
as illustrated in Figure 3.1, the correctness of reverse engineering an asset in one abstraction
level depends on the accuracy of the RE process in the previous (lower) abstraction levels.

Asset Untrusted entity REE Technology Tools
knowledge needed

Delayering and
Device EIglEII{Zer 5 Yes imaging tools [43; 44]
TAEUS, ScanCAD
Delayering and
imaging tools [43; 44]

Chip Assembly 4 Yes ICWorks [45], ScanCAD,
ChipJuice [46], TAEUS
Degate [47]
Foundr NETEX
Layout External desig3171 house 3 Yes ReGDS [48]
Netlist | External design house 2 No HAL [49], DANA [50]
RTL | External design house 1 No Verilntel2C, V2C

Table 3.1.: RE tools: academic or industrial.

In the following sections, we will discuss different RE techniques performed by the untrusted
entities in the supply chain, on different abstraction levels of the asset, starting from PCB/board
level down to the netlist level. As shown in Figure 3.1, in the process of RE, the asset will change
its format, however, this time in the opposite direction. A systematic study of the challenges for
fully automated RE on different abstraction levels is presented in [51; 52; 53].
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Figure 3.2.: An overview of the RE process on different abstraction layers of the asset.

3.2.1.1. PCB-level RE

The goal of PCB-level RE is to identify the components on the board (e.g., CPUs, memories, and
communication ports) and their interconnections to determine the system’s functionality and
ultimately reconstruct the schematic of the board. This information can be used to clone the
device or identify areas where potentially malicious features may be added. Integrated Circuit
(IC) markings, manufacturer’s logos, or die markings can easily identify some standard off-the-
shelf components mounted on the PCB. In contrast, semi or fully customized circuits are typically
not marked, and therefore more difficult to identify. Once the IC marking of a component is
identified, the component’s data sheet, if publicly available, can uncover detailed information
about its functionality. After identifying the PCB components, it is necessary to determine the
PCB type (e.g., single-sided, double-sided, or multi-layered).

PCB analysis can be destructive or non-destructive. A destructive RE process begins with PCB
imaging to find the location and orientation of the components identified on the outer layers
in order to remove them. The process continues with solder mask removal (i.e., desoldering) to
expose the copper traces on the top and bottom layers. In a multi-layered PCB, the board is
then delayered to access the inner copper layers. Images of each layer are taken to determine its
composition (vias, connectors, and traces) and thickness [54]. Destructive PCB RE challenges
and limitations are similar to those presented in Section 3.2.1.2, including accumulated errors
and damage during desoldering and delayering (e.g., broken traces and disconnected vias), low-
quality images, and others. Non-destructive PCB-level RE is performed using X-ray computed
tomography (X-ray CT) which eliminates the delayering process and speeds up the PCB imaging
time [55]. By using X-rays, a radiograph of the object is produced, which shows its composition,
thickness, and any defects that may be present. An object’s internal structure is visualized
without the interference of overlayer and underlayer structures. The images captured during
destructive delayering or non-destructive X-ray imaging are analyzed, and a PCB layout netlist is
constructed. The layout could ultimately be converted into board schematics using commercially
available software. Although impressive, the results depend heavily on the construction features
of the PCB. In addition to high machine costs, the non-destructive method is further limited by
the field of view of the X-ray system, which can make it difficult to obtain high-quality X-ray
images of the entire PCB area [54; 56; 57]. Tear Apart Everything Under the Sun (TAEUS) is a
service provider that offers PCB and chip-level RE to discover infringements within a product.
ScanCAD is another service provider that uses destructive and non-destructive methods for PCB
RE to generate schematics of the board.

During the manufacturing process, PCBs can be subjected to malicious modifications. A malicious
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modification is usually detected by comparing the reconstructed PCB schematic with a golden
PCB schematic, which is an image taken from a PCB manufactured by a trusted and authorized
source. However, since this report focuses on malicious modifications at the IC level, we will not
examine further attacks and countermeasures on the PCB level [58; 59; 60].

3.2.1.2. Chip-level RE

The goal of chip-level RE is to identify the internals of the chip and ultimately retrieve its
functionality at a higher level of abstraction. Chip-level RE consists of two phases, physical
RE and functional RE, as illustrated in Figure 3.2. Physical RE extracts the gate-level netlist
from the physical chip, while the subsequent functional RE understands its functionality and
specification. This section takes a closer look at the techniques for physical RE. Functional RE
is described in the following sections.

As with PCB-level RE, chip-level RE can also be destructive and non-destructive. A typical chip
consists of a die, a lead frame, wire bonding or solder bumps, and a molding encapsulant. Chips
are packaged with ceramic or plastic materials, using wire bond or flip chip packaging techniques.
Destructive RE of a packaged chip involves several steps [45; 57]. The chip is first depackaged
(or decapsulated) to recover the die using chemical, mechanical, laser ablation, or Focused Ion
Beam (FIB) methods. The die is then cleaned to prevent dust-related artifacts from affecting
any subsequent stages. Methods which achieve high material removal accuracy and affect a
specific controlled area (e.g., plasma FIB, laser ablation) are expensive and require a high level
of operational skills. To acquire images of all chip layers, delayering and imaging are performed
alternately. The number of layers, their material and thickness, vias, and connectors are identified
by cross-sectional imaging using Scanning Electron Microscopy (SEM), Transmission Electron
Microscopy (TEM), FIB, or Helium Ion Microscopy (HIM). Due to its wide availability and
reasonable cost, SEM is the most commonly used tool for IC imaging. The delayering process
is then performed in multiple stages, usually by combining wet/plasma etching, grinding, and
polishing [61; 62]. Due to variation in chip thickness caused by manufacturing process variations,
it is best to have one die for each delayering stage. Mechanical equipment used for chip delayering
includes: semi-automated polishing and milling machine, CNC milling machine, ion beam milling
machine, laser, and others. To recreate the chip, a number of high-resolution images of each layer
are taken, stitched together, and analyzed to recover the circuit [63; 61]. The circuit analysis
includes automated and manual steps. An automated image recognition software is used to
identify the cells from the standard cell library and obtain the transistor-level netlist. Extraction
of gates by defining the functionality of the identified standard cells is a non-automated process,
usually as a result of the unavailability of standard cell libraries. To detect stitching errors and
imperfections caused by the image recognition process, design rule checks are performed [45].
After the entire area is processed, the gate-level netlist is obtained. These steps are followed by
a functional interpretation of the results, as described in Section 3.2.1.4.

Although destructive techniques for chip-level RE are still the most prevalent, non-destructive
approaches also exist. Non-destructive chip-level RE is performed using X-ray computed tomog-
raphy (X-ray CT) which eliminates the delayering process and speeds up the PCB imaging time
for the upper metal layers of an IC. X-ray CT can resolve features in ICs up to 14.6 nm in size [64].
However, it is associated with significant overhead in the image acquisition time frame. This
method is not yet perfect, and it does not provide as much information about the chip’s internals
as invasive techniques. Future developments may make it a significant non-destructive RE tool.
Photon emission microscopy can also help in RE by probing and decoding IC functionality in
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near-infrared spectra, but cannot be exploited for full-scale RE. Scan chain RE, on the other
hand, is a non-destructive RE method that exploits the scan chains inserted into the device
for production test to allow easy access to the circuit internals. This technique gives a netlist
approximation that is logically equivalent to the netlist [65].

The process of destructive chip-level RE is complex, expensive, time-consuming, and only partially
automated. Each step in the process requires a high level of precision and operational skills.
Images might be imperfect, cell image recognition could be erroneous, and consequently stitching
for nanoscale node technologies becomes challenging. Therefore, a certain error rate is expected
in the final netlist. In practice, the error rate should be less than 1%. Generally, technology
libraries are proprietary, which could be a problem for RE performed by OEMs and end users.

There is limited support from industry and academia for chip-level RE. Degate [47] is an open-
source framework for reverse engineering ICs. The tool generates a gate-level netlist after receiving
layer images and a standard cell library, but it does not offer support for further netlist analyses.
There are several commercial service providers that offer tools for chip-level RE. ChipWorks (now
merged with Techinsights) developed ICWorks [45], which provides destructive techniques for
netlist extraction and subsequent analysis. Texplained developed ChipJuice [46], an automatic
RE tool which can process layer images and, if given the standard cell library, reconstructs the
netlist.

3.2.1.3. Layout RE

External design houses and foundries with access to the GDSII layout files of the design can
perform a layout RE without the need to go through the tedious and expensive RE steps described
in the sections above.

ReGDS [48] is a layout RE framework that reconstructs the transistor-level netlist based on the
GDSII layout files and the technology library, and after identifying the logic gates, recovers the
original gate-level netlist. The framework first uses Layout vs Schematic comparison (LVS) tools
to extract the transistor-level information, and subsequently uses graph matching algorithms to
facilitate logic gate identification.

3.2.1.4. Netlist RE

As mentioned in Section 3.2.1.2, chip-level RE consists of two phases, physical RE and functional
RE. While physical RE extracts the netlist from a given chip, the goal of functional (netlist)
RE is to obtain a high-level description of the chip’s functionality for further interpretation
and validation. The approaches described in this section assume that the gate-level netlist is
previously extracted using the mechanisms described in Sections 3.2.1.2 and 3.2.1.3. A systematic
description of the methods and algorithms for netlist RE is given in [53].

The netlist RE itself consists of two phases, netlist partitioning and logic identification (Figure 3.2).
Netlist partitioning is performed on the flattened netlist, which does not contain any information
regarding the hierarchy, boundaries, and functionality of modules. The netlist is broken down
into smaller structures (i.e., submodules), which are then analyzed separately. Several approaches
for netlist partitioning exist, including word-level structure identification [66; 67; 68| and graph
clustering [69; 70; 71; 72].
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Logic identification is achieved through syntactic or semantic analysis. Syntactic analysis is
also referred to as structural or topological matching, while semantic analysis is referred to as
functional or behavioral matching. The success of both approaches depends on the completeness
and correctness of a pool of known design components, i.e., a component library or golden library.
Structural matching compares the structure of each submodule with the library modules using
the principle of subgraph isomorphism. Alternatively, functional matching performs formal equiv-
alence checks between the partitioned submodules and the library modules. Logic identification
might use precise methods, which require a perfect match, or heuristic methods, which require an
approximate match. Moreover, logic identification can be performed on data-path components as
well as on Finite State Machines (FSMs). In practice, combining different methods can increase
the chances of extracting the complete netlist functionality.

Analysis of gate-level netlists to obtain a higher level description was first presented in [73; 74;
75]. Authors in [75] describe manually driven techniques for identifying combinational structures
and present a semi-automated library-based module recognition algorithm. This study, however,
focuses on reverse-engineering circuits (i.e., ISCAS-85) that are custom built and considerably
smaller and simpler than today’s complex chip designs. Automated functional logic identification
techniques are presented in [76; 77; 66; 78; 79; 80]. Structural logic identification, on the other
hand, is presented in [81; 82; 77; 83; 71; 69; 84; 72]. Furthermore, identification of datapath
components is presented in [75; 66; 68; 81; 78; 71; 84; 50], while identification of FSMs is presented
in [82; 77; 83; 71; 85]. The authors in [68] use a combination of structural and functional matching
algorithms. They first published the feasibility of reverse engineering a realistically sized gate-
level netlist. The identified submodules, however, are small and belong to the combinational
datapath (e.g., register files, adders, counters), excluding the random sequential logic.

Machine Learning (ML) has the potential to increase the RE efficiency and enhance its automa-
tion, not only on netlist abstraction level, but also during image analysis in PCB and chip-level
RE [86; 87; 88]. However, only recently has there been an increase in the number of ML-based
RE studies. The limited size of the training circuit dataset may account for insufficient research
in this area. The first ML-based RE attempt utilizing Convolutional Neural Networks (CNN) was
described in [89; 90]. In [89], multipliers and dividers in larger circuits that contained additional
arithmetic operations were detected with a relatively high degree of precision for single-class
problems. Recently, authors in [91; 92] introduced GNN-RE, an ML-based platform that leverages
Graph Neural Networks (GNNs) to analyze flattened netlists, identify module boundaries, and
classify submodules based on their structural and functional features.

Table 3.2 summarizes the main characteristics of the netlist RE approaches mentioned above.
It is evident that most of the techniques are tested with small circuits and their accuracy de-
pends not only on the correctness and completeness of the component library, but also on the
assumption of perfect netlist extraction and subsequent partitioning. In [69], a high number
of incorrect matches are reported due to the incorrect partitioning of the netlist. Hiding of
module boundaries and hierarchy information after synthesis makes the process of netlist re-
verse engineering challenging. Additionally, synthesis optimizations typically result in gate-level
structures that are interconnected and shared, and thus difficult to be easily translated to their
high-level counterparts. Perfect matching approaches [76; 68; 79] highly depend on the existence
of a library of known components, where a submodule with identical design exists, preferably
built with identical synthesis options and cell library. This assumption, however, is unrealistic.
Approximate algorithms [69; 84; 72], on the other hand, are computationally more efficient and
less constrained by the size, technology, and accuracy of the netlist.
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Netlist RE is not fully automated, and the human element plays an important role [52]. HAL [49]
is an interactive open-source framework for graph-based netlist analysis. Using HAL, time-
consuming and complex RE processes can be automated. HAL partially recovers module bound-
aries and hierarchy, but it cannot recover a full complex netlist automatically. The recovered
modules can be further manually inspected in details. DANA [50] is a plug-in to HAL for identi-
fying high-level register structures in flattened gate-level netlist. It provides guidance for human

analysts by structuring and condensing the otherwise incomprehensible sea of gates.

Papers Method Circuit type Benchmark AccuracyT
size
Doom (73] Functional matching Standard cells <100 100%
Hansen [75] Mostly manual Datapath modules 3.5K N/A
Shi [82] Structrural matching FSMs N/A N/A
Li [76; 66] Functional matching | Communication <1000 N/A
circuit library
Subramanyan [68] Structural and Datapath modules 15K 75%
functional matching
Meade [71] Structural matching | Control registers 12K 80-100%
Soeken [79] Functional matching | Datapath modules 3.5K N/A
Werner [72] Structural fuzzy Crypto modules 100K 85-95%
matching
Albartus [50] Dataflow analysis | Register structures 100K 90%
Dai [89] ML-CNN Datapath modules N/A 45-90%
Alrahis [91] ML-GNN Datapath modules 3.5K 99%

Table 3.2.: Comparison of different netlist RE methods. {The numbers in this column should not
be compared directly, since each work addresses different RE method, circuit type,
and approximation.

With the emergence of open source hardware, when full or partial knowledge of the design is made
public, RE becomes easier [93]. It has been noted previously that netlist partitioning can lead to
faulty or incorrect submodules, which can make subsequent logic identification significantly more
challenging, as errors in the submodules make formal-based analysis ineffective. If, however, the
entire design is based on an open source design, which is easy to integrate into the golden library,
the partitioning can generally be resolved with little to no error. With partially open source
designs, separating the open source parts from unknown or proprietary hardware is simpler,
greatly reducing the effort of partitioning the remaining part of the design. On the other hand,
open source designs make it more challenging to protect commercial IP solutions if they are
built on top of open source, easily identifiable hardware.

3.3. Open Challenges

e How to quantify complexity, cost, and effort for RE?

e How to quantify the success criteria and the amount of retrieved information of the
RE process?

e How to implement automatic, non-destructive, and zero-fault RE on every abstrac-
tion level of the asset?
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Part I depicted the different formats the asset can take. For every format and step in the supply
chain, the vulnerabilities are listed and classified. For those vulnerabilities, common state-of-the-
art attacks are elaborated on.

In this part, the list of possible attacks on the asset is evaluated using known detection and
protection mechanisms. In this evaluation, gaps in the defense of the supply chain are identified.
First, Chapter 4 lists the passive defense mechanisms, the detection procedures. The detection
methods are used to find vulnerabilities, to support the designer in the removal of malicious
modifications from the asset. Second, the active defense mechanisms, the protection procedures,
are listed in Chapter 5. These methods implement changes to the asset to prevent manipula-
tions by adversaries. Finally, in Chapter 6, the lists of state-of-the-art detection and protection
mechanisms are evaluated on their applicability and security assurance. Additionally, the defense
mechanisms are laid out along the supply chain to identify gaps.
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4. Detection of Malicious HW Manipulations

In this chapter, we summarize the known detection mechanisms that can be used to identify
malicious modifications in the asset. We assign the mechanisms into one of two classes: pre-silicon
and post-silicon. Some mechanisms are designed for analysis before the asset is manufactured.
These focus on the asset at the design stage. The post-silicon mechanisms focus on the manufac-
tured design. As no formal description of every manufactured asset is given, fewer algorithms are
provided for the post-silicon phase. The taxonomy and classification for the detection schemes
are illustrated in Figure 4.1.

Trojan detection

l i
. | | :
Pre-silicon Post-silicon
5 S | | 5
: I | . |
i Code coverage Formal Destructive Non-destructive '
‘ analysis verification I_—'
: Reverse Functional
Structural Functional engineering test ;

analysis analysis

Side-channel
analysis

Timing

Thermal

Electro-magnetic

Figure 4.1.: Taxonomy of hardware Trojan detection mechanisms [1].

4.1. Pre-silicon Trojan Detection

4.1.1. Code Coverage Analysis

Code coverage describes the percentage of code executed during functional verification [1]. For
common functional verification, this is done to develop new test suites that cover the non-executed
parts of the code.

In hardware, this analysis can be used to find non-activated components of the hardware during
simulation using functional tests. Functional tests might find a malicious hardware modification
but cannot give complete assurance if not all possible input-output sequences are tested. Unfor-
tunately, the complexity of modern hardware designs limits the feasibility of functional testing
for Hardware Trojan (HT) detection due to a very high number of required tests.
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Common test suites do not consider security, but test parts of the chip’s functionality. The tests
can be applied to the design at different stages of the supply chain. Simulation tools or virtual
prototypes allow the execution of the test suites on the individual abstraction layers. Virtual
Prototypes, Register-Transfer Level (RTL), and netlist simulators [15] enable the application
of different input patterns, alongside the comparison to expected outputs. Thus, the designed
applications can be executed on the designed hardware at multiple steps of the supply chain.

Many developed detection techniques focus on identifying HT triggers (see Section 2.1.1). A
common property of Trojan triggers is that common testing should not activate them. This
means the Trojans have uncommon (rare) trigger conditions. This property can be exploited to
design a more focused HT detection process. For example, functional tests can identify areas
in the Intellectual Property (IP) that are not activated by the tests. These areas are marked
as potential trigger sources. Once identified, input combinations that activate the parts are
determined [94; 95|. These input combinations are used for additional functional tests. The
observation of dramatic changes in the input-output behavior is used to identify HTs. A formal
description of the hardware is required, thus reverse-engineering is a requirement for most HT
identification techniques. The tests can be conducted on all possible abstraction levels and the
manufactured chip. These methodologies have been shown to have detection rates above 90%
for a set of benchmarks [95].

4.1.2. Formal Verification

Traditionally, formal methods have been applied to software for finding security bugs and increas-
ing the test coverage [1]. Many techniques can be reused for hardware to prove the trustworthiness
of the system, and thus, the absence of hardware Trojans.

4.1.2.1. Reusing Existing Verification Techniques for Security

As hardware security gains more focus, researchers elaborate on whether existing verification
techniques can be reused to prove security properties or identify malicious modifications and
vulnerabilities. For example, assertions are commonly used to verify the functional correctness
of a hardware description. The assertions are integrated into the description and can be verified
using simulations or model checkers. Simulations prove the properties of the test set, while model
checkers can prove them for all possible input patterns. This verification technique can also be
reused to detect hardware Trojans [96]. Reusing existing techniques does not result in additional
work for security verification.

Other techniques, such as [97], reuse hardware rewriting techniques to identify information
leaking HTs. The resulting dependency graphs are utilized to identify undesired information
flows in the hardware descriptions.

4.1.2.2. Equivalence Checking

Equivalence checking is a technique that proves ’equivalence’ between two descriptions of the
same asset. In this context, it means that two designs exhibit the same behavior. The checks can
be conducted using descriptions on multiple abstraction layers. A common practice is to show
that the RTL description is equivalent to the post-synthesis gate-level netlist. This elaboration
demonstrates that the logic synthesis was successful, and no illegal modifications were introduced.
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Therefore, the evaluation shows that the two descriptions are functionally equivalent, and no
malicious modification can be found in one, but not the other. For the elaboration, commercial [98]
and open-source [99] tools can be used. Commercial tools are offered by Synopsys [98], Siemens
EDA [100] and Cadence [101]. Smaller companies such as Lubis EDA [102], also offer their services
to assist a designer in verifying their asset.

It is important to note that the formal equivalence check can overlook (malicious) modifications,
even if the equivalence check terminates successfully. For example, undefined behavior in RTL
results in "don’t care" states which can be used for malicious implementations in the gate-
level netlists. The undefined states in the one description lead to a misclassification of the
equivalence [103]. Thus, to prevent this vulnerability, all possible internal states must be covered
in the hardware description.

Most equivalence checkers only support analysis for descriptions in VHDL, Verilog, SystemVerilog,
and GDSII [104]. Therefore, hardware descriptions on different abstraction levels, e.g., speci-
fication, are not yet supported. Additionally, a formal definition is required for the analysis.
Therefore, physical chips need to be reverse-engineered (see Section 3.2) to a description that
can be used in the equivalence check process.

4.1.2.3. Security Properties Enforcement

This section summarizes developed techniques that are not specifically designed to detect hard-
ware Trojans [111]. The methodologies are developed to enforce properties in hardware designs,
focusing on the three cornerstones of (hardware) security: confidentiality, integrity, and avail-
ability. Once the security properties are proven for a given hardware design, they can be proven
again at a later stage of the hardware supply chain. The second proof shows the property is still
valid, and no malicious modification was implemented that resulted in breaking the property.
Some of these techniques are summarized in Los 2. Therefore, this report only discusses a few
methodologies for each cornerstone.

Information Flow Analysis (IFA) [112; 113; 114] is a technique to prove that certain sensitive
data may not be leaked to adversaries via untrusted components or output ports. If the analysis
is done at every step in the asset chain, it can be proven that no hardware Trojan has been
implemented that leaks the information covered by the IFA. In this scenario, the analysis focuses
on proving the confidentiality property. IFA requires a formal description of the hardware. This
means the analysis cannot be conducted on a manufactured chip, if it is not reverse-engineered.
Additionally, no IFA techniques have been developed for abstraction layers below the gate level.
IFA requires a hardware description. The integrity property can also be proven using IFA. The
analysis can show that sensitive data cannot be modified by untrusted components, i.e., no
untrusted data can flow to the sensitive target.

The biggest threat to the "availability" property are Denial of Service (DoS) attacks. As these
attacks can be specifically designed for every hardware system, it is fairly complicated to protect
against unknown hardware Trojan implementations. As an example, for GPS systems, the
transmitter could be turned off, the calculations can be manipulated, and data can be replaced or
removed. Some known vulnerabilities, such as uncontrolled access to boot code, can be detected
by analyzing the access rights. Other vulnerabilities might be overlooked, as the designer cannot
be certain of what he is looking for. Incorrect behavior can only be avoided by enforcing the
desired behavior, which needs to be specified for every small state of the hardware system.
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Table 4.1.: Available equivalence checking techniques for different formats of the asset. Two
different descriptions of the same asset are illustrated as description type A and B
in the table.

Description Description | Are commercial | Are open-source | Are publications
type A type B tools available? | tools available? available?

Specification to System Level

UML | SystemC TML | No | No | Yes [105]
Specification to Register Transfer Level
UML | RTL | No | No | Yes [106]
System Level to Architecture Level
SystemC | nML + PDG | No | No | No
System Level to Register Transfer Level
tem ril Yes [1
ofy;/eci ine Yes [108] [98] No [153][[101731
Architecture Level to Register Transfer Level
nML + PDG Verilog No No No
nML + PDG SystemVerilog No No No
nML + PDG VHDL No No No
Register Transfer Level to Gate Level
Verilog Verilog Yes [98][100] Yes [99] Yes, many
SystemVerilog Verilog Yes [98][100] Yes [99] Yes, many
VHDL Verilog Yes [98][100] Yes [99] Yes, many
Gate Level to Layout Level
Verilog |  GDSII | Yes [98] | No | No
Layout Level to Fabricated Chip
GDSII ‘ Fabricated chip ‘ Reverse engineering to a formal description required.
Fabricated Chip to to Final Device
Fabricated chip ‘ Final device ‘ Reverse engineering to a formal description required.

Many security engineers utilize a known list of vulnerabilities: Common Weakness Enumeration
(CWE) [115]. CWE lists known vulnerabilities commonly found in software and hardware designs.
Researchers constantly work on the automatic processing of the list to identify the "common
weaknesses" in the asset. The vulnerabilities all endanger at least one of the three cornerstones of
security. Enforcing the properties at each step of the supply chain would allow the identification
of malicious manipulations that implement any of the listed weaknesses.

4.1.3. Structural Analysis

Code coverage analysis exploits the unlikelihood of HTs triggered by identifying inactive hardware
components during functional testing. Structural analysis conducts this search for Trojans in
a static fashion. The hardware design description is analyzed statically to identify possible HT
triggers.

Some methodologies use machine learning to identify input patterns that might trigger a po-
tential HT [116]. The methodology processes a set of hardware descriptions as a training set.
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Reinforcement learning is used to generate a subset of the desired input patterns. A variety of
detection methodologies utilize that many HTs share certain architectural structures. Thus, pat-
tern recognition techniques can be used to identify hardware Trojans in a hardware description.
A set of known Trojan benchmarks is used to extract patterns to form a score-based pattern
recognizer that can classify unknown netlists as malicious or benign [117]. Similarly, some frame-
works develop graph neural networks and gradient-boosted tree classifiers to identify malicious
modifications in hardware descriptions [118; 119]. These classifiers depend on the completeness
of the benchmark set to detect unknown Trojans in new hardware designs.

Additional research focuses on the identification of hardware Trojans in 3rd Party Intellectual
Property (3PIP). Some published works reuse software virus detection techniques to detect HTs.
Standard features of Trojan triggers are extracted from a dataset of features [120]. The feature
analyses result in a high detection rate and are operated on the gate level. Similar to the Trojan
trigger identification techniques for in-house IP, additional techniques are developed for 3PIP.
The Trojan triggers are identified by locating hardware regions with a low likelihood of being
activated [121]. An Automatic Test Pattern Generation (ATPG) tool is used to identify signals
that are "hard-to-excite" and/or propagate.

Gaikwad et al. developed a machine-learning framework that identifies suspicious nets in a
hardware description. The advantage of the framework VIPR [122], is that it doesn’t require a
set of trusted benchmarks for the training set. This allows an assisted identification of hardware
Trojans in 3PIP without having a trusted copy.

4.1.4. Functional Analysis

The main difference between logic testing and functional analysis is that functional analysis
utilizes random input patterns during simulation. The output is observed to identify any unusual
behavior.

These techniques do not utilize the property of unlikely Trojan triggers, but aim to use heuristics
to reduce the required test space. Some approaches utilize randomized methodologies, while
others apply probabilistic approaches. The reduced and specified test set is used again to observe
dramatic changes in the expected input-output behavior of the asset [123; 124; 125|.

In addition to the random approaches, software testing techniques such as fuzzing are reused
for hardware [126]. The hardware description is converted to a software description to allow the
application of software fuzzing techniques. Semi-valid inputs are generated to result in unwanted
behavior of the hardware, such as a DoS attack. The approach has been shown to identify
unwanted behavior of the hardware, thus also covering the identification of DoS HTs.

4.2. Post-silicon Trojan Detection

The mechanisms used to detect hardware Trojans in a manufactured chip are discussed below.

4.2.1. Reverse Engineering (Destructive)

Destructive techniques require a manufactured chip to be depackaged and analyzed layer by
layer. Each layer is scanned, before being etched off to gather images of the following layers. The
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resulting digital copy of the depackaged chip can be compared to the design description from
the pre-silicon stages. A detailed description of the entire Reverse Engineering (RE) process is
available in Section 3.2.

The RE process may take up to several months, depending on the complexity of the chip [1].
Additionally, the analysis is costly and gives only information about the single depackaged chip.
Thus, no security guarantee can be given across all fabricated chips—unless all are thoroughly
reverse engineered. However, as RE is, in most cases, a destructive procedure, the analyzed chips
cannot be used after the check [1]. A random sample survey could be conducted to allow a high
detection coverage.

As discussed in Section 3.2.1.1 and Section 3.2.1.2, RE can also be conducted on PCB- and
chip-level.

4.2.2. Functional and Fault-Model Derived Tests

In this subsection, we differentiate between functional tests that allow the detection of errors
implemented by a faulty design and fault tests that enable the identification of manufacturing
faults that alter the intended functionality. Both types of tests have been shown to facilitate the
identification of hardware Trojans.

4.2.2.1. Fault-Model Derived Tests

Fault tests can be automatically generated for a design using ATPG. Different fault models
are used to identify fabrication-induced faults, such as the stuck-at fault model, stuck-open
fault model, bridging faults, delay fault model, and IDDQ model. Fault tests are a common
practice [127]. ATPG tools generate the required test pattern set to identify faults in the
manufactured chip. Most IP owners use commercial tools to generate the required test patterns,
such as Synopsys Testmax [128]. As ATPG-guided tests are meant to detect faulty chips, fault-
model derived testing is only applicable for the post-production asset.

Moreover, the standard stuck-at-fault test allows the identification of gates that are either stuck
at a logic 0 or 1. This model requires the generation of a test pattern that allows forwarding
the actual value at a gate to observe the value at the primary (observable) output of the chip.
Therefore, this technique can be used to identify possible leakages that might allow the forwarding
of sensitive data to untrusted outputs for the generated input patterns.

4.2.2.2. Functional Tests

In the following, we focus on standard testing procedures used to verify the chip’s correct
operation after fabrication. The tests include the functional tests discussed in Section 4.1.

Functional and fault tests might find a malicious hardware modification but cannot give complete
assurance if not all possible input-output sequences are tested. Due to the complexity of modern
hardware designs, such a high number of tests is not feasible.

Additionally, an adversary might design the hardware Trojans to avoid being identified with the
standard fault and functional tests. In some cases, a Trojan might not change the functionality
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of the original circuit, but transmit information via nonfunctional means, such as an antenna [1].
Thus, specific techniques are required to identify such threats.

Less information about the design is known for 3PIP. Thus, special functional tests are designed
to detect possible malicious modifications. For manufactured 3PIP, additional approaches have
been suggested that try to detect the modifications despite the lack of information. In [129], the
authors illustrate a method for the identification of malicious modifications in manufactured
3PIP. The designer buys two units of the same chip and compares the input-output patterns.
The technique shows promise in the identification of abnormalities.

4.2.3. Side-Channel Signal Analysis

These post-silicon detection techniques identify hardware Trojans by measuring physical param-
eters, such as delay, power, and radiation [1]. Most side-channel detection schemes require a
"golden Integrated Circuit (IC)", a manufactured unit of the same IC that is not infected with
Trojans. As any additional circuitry results in side effects such as a higher power consumption,
modifications can be identified by comparing the measured parameters with the golden IC. For
example, authors in [130] use the signature of a non-infected circuit’s power consumption and
electromagnetic dissipation to identify abnormalities in possibly infected ICs.

Researchers have shown that the identification of hardware Trojans using side-channel analysis
works to some degree [1], but the high number of possible side-channels results in a low detection
rate. Signatures or fingerprints need to be collected for every substructure in the IC to facilitate
the identification of small abnormalities. At the same time, process variations result in a high
degree of noise, which deems the detection of small abnormalities infeasible. Additionally, in
most scenarios, a golden IC is not available.

4.3. Open Challenges

e How much security can equivalence checking offer?
e Is there a detection scheme that can find any possible hardware Trojan?
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5. Protection Against Malicious HW
Manipulations

After we discussed the detection mechanisms, we elaborate on the other type of defense algorithms,
the protection schemes. Protection methodologies can prevent malicious modifications, such as
hardware Trojans, in the first place. The implementation of class-1 Trojans is prevented using
different strategies that all rely on the same principle, reducing the amount of information an
attacker can get about the functionality of a chip. First, we discuss the most popular approach,
logic locking. Afterwards, methodologies such as split manufacturing and layout camouflaging
are presented.

5.1. Logic Locking

Logic Locking (LL) is a Design-for-Trust (DfTr) technique that aims to protect the integrity of
hardware designs at different supply-chain stages and design levels. LL modifies the hardware
design by introducing logic changes that bind the correct chip operation to a secret activation
key. This change has two main implications. First, the Hardware (HW) design’s functional
behavior depends on the correctness of the key. If a correct key is applied, the design performs
as intended. Otherwise, erroneous outputs are generated. Second, the added key-dependent logic
induces structural changes in the design. Thus, LL "obfuscates" the hardware both functionally
and structurally. Note that logic locking is sometimes referred to as logic obfuscation or logic
encryption. The multitude of names is a result of the different implications of the methodology
on hardware. However, the term "logic locking" has been widely accepted as the standard naming
by the research community in recent years.

In this section, we take a closer look at the fundamentals of logic locking, from its security
implications within the supply chain to the vast evolutionary landscape of attacks and schemes.
More details on logic locking are available in [22; 131; 132; 133; 134; 135; 136].

5.1.1. Logic Locking in the Electronics Supply Chain

The inclusion of LL in the HW supply chain is visualized in Figure 5.1'. Here, we assume
that logic locking is deployed at the gate level, however, as discussed in later sections, the
methodology applies to other design levels as well. The presented flow assumes the inclusion
of an external design house for the layout generation. The IP owner represents the trusted
entity that intends to design and produce a legitimate chip. In this stage, RTL description
of the HW design is logically synthesized to a gate-level netlist. The synthesis can be either
technology-dependent or technology-independent depending on the locking software?. Once a

Some details of the flow have been omitted for simplicity.
In both cases, another synthesis round is typically deployed to further integrate any changes induced by the
locking mechanism.

2
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Figure 5.1.: Logic locking in the electronics supply chain.

gate-level netlist is available, LL is deployed, thereby producing a locked netlist and a secret
key. The secret key remains with the legitimate IP owner. Note that the key is not required
for the layout generation or any production and testing steps. Thus, the LL has no negative
impact on the standard design and fabrication flow. The locked netlist is transferred to the
external, untrusted parties for layout generation, fabrications, and assembly. Once the final
chip is prepared, it is sent back to the IP owner for activation. The secret key is embedded
into the chip through a non-volatile memory, such as flash, e-fuse, or EEPROM [137]. This flow
has successfully been implemented and showcased by HENSOLDT Cyber GmbH through the
production of the Made in Germany RISC-V (MiG-V)—the first fully logic-locked commercial
processor [138; 139; 140].

Security implications: The main objective of LL is to conceal the design’s original
functionality from an untrusted entity. This property is known as functional secrecy [141; 142]. A
side-effect of this process is the locking mechanism; the chip cannot be used without the correct
key. However, this property can be achieved without comprehensive locking procedures [142].
LL protects the integrity of designs by creating a structural and functional dependency on
a secret (activation) key. Therefore, the security assumption is that the secret key must be
identified to successfully reverse-engineer and understand the HW design, and ultimately insert
a high-impact, design-dependent hardware Trojans (=class-1 HT as per Section 2.1.2.4). Thus,
finding the correct activation key is a proxy for the functional secrecy of the design. Moreover,
it stands to reason that the reverse-engineering effort of an untrusted entity increases due to
LL introducing additional logic into the design. Hence, logic locking and reverse engineering are
two opposing streams.

5.1.2. Attack Model

Many key-recovery attacks on logic locking have been introduced. These attacks operate based
on the following assumptions [143]:

e The attacker has access to the locked design (at some level).

e The location of the key-input pins is known.
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e The deployed locking scheme is known.

e The attacker has access to an activated chip to use as oracle for retrieving golden in-
put/output pairs.

This model adheres to Kerckhoffs’s principle, as the only unknown is the secret key. The last
assumption categorizes all attacks into Oracle-Guided (OG) and Oracle-Less (OL) attacks. The
OG attack model assumes an oracle (=activated instance of the chip) is available. This is typically
the case in a high-volume production with multiple production rounds where an attacker can
simply acquire an activated copy of the chip on the open semiconductor market. Hereby, it
is important to note that the security assumption within the OG model includes a secure,
tamper-proof memory for key storage.

In the OL attack model, on the other hand, the attacker is not able to get an activated copy of
the chip. This is the case in a low-volume, high-security environment where the chip is intended
for high-critical applications.

5.1.3. Logic Locking vs. Reverse Engineering

A certain effort is required to insert class-1 hardware Trojans. As LL aims at protecting the
integrity of HW, i.e., against malicious modifications, it effectively increases the RE effort. Unfor-
tunately, it remains an open challenge to estimate the RE effort required to insert HTs. Therefore,
the security of LL has thus far been evaluated through the retrievability of the key. Unfortu-
nately, this property may or may not be in relation to the actual RE effort. Consequently, the
effectiveness of LL in preventing Trojan insertion is far from determined.

5.1.3.1. The Metric Problem

How do we measure the security of logic locking? As previously discussed, LL aims to achieve
functional secrecy. Hereby, its effectiveness is approximated through the retrievability of the key.
Therefore, the majority of existing metric proposals try to capture certain structural or behavioral
features of locked circuits that might suggest how effective the underlying locking policy is
against certain key-retrieving attacks [144; 145; 146; 147]. This "key-centric" measurement
approach stems from the difficulty of evaluating the additional RE effort caused by logic locking.
Consequently, it becomes clear that we are far from a concrete security measure.

5.1.3.2. The Interplay of Attack Models

The evolutionary landscape of logic locking is riddled with many attack vectors, both in the OG
and OL model. The OL model does not required a golden, activated, in-silicon design instance.
Therefore, this attack model is always applicable and realistic. Many powerful and game-changing
attacks have, however, been presented in the OG model, requiring an activated chip as reference
with a secure key storage in place. Unfortunately, a secure key storage does not exist as the key
can always be retrieved through some form of physical attack. This yields an interesting question:
is the OG attack model, despite its inclusion of powerful attacks, relevant? The simple answer
is—yes. Assuming that a secure key storage and activated chip are not available, an attacker can
still resort to OG attacks by reconstructing an activated chip manually. This scenario can be
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embedded within the OL model. For example, the following scenario showcases a valid utilization
of OG attacks:

1. The attacker receives the locked target pre-silicon design (e.g., gate-level format).

2. The attacker can compare the target design to an existing database to find the most similar
design.

3. The most similar design is used as oracle (or a similar one if certain information sources
suggest a different implementation).

Therefore, even if a secure key storage is not available, OG attacks can still play an important
role. The core question, however, remains—how to disable a comparison to other designs, i.e.,
how to prevent any form of oracle-less attacks?

5.1.4. The Evolution of Logic Locking

Logic locking can be broadly classified into combinational and sequential LL. The former performs
key-dependent manipulations of the combinational logic within a design, thereby (usually) having
no explicit effect on the internal states of the circuit. The latter obfuscates the state space of
the circuit. The vast majority of available work focuses on combinational LL, partially due to
the simplicity of deploying combinational manipulations that inject considerable functional and
structural changes in a design. The evolution of LL is, with some details omitted, represented
in Figure 5.2.

5.1.4.1. Gate-Level LL

LL at gate level has been a prominent research stream, resulting in many proposed locking policies.
In the first years of logic locking (starting from 2008), the security objectives of the proposed
schemes were not entirely clear. Therefore, different schemes focused on different objectives, such
as increasing functional output corruption for incorrect key values, creating strong functional
interference among the inserted key-dependent gates, minimizing low-controllability signals in
the netlist, and others [148; 149; 150; 151; 152; 153].

In 2015, a potent attack was introduced; the Boolean Satisfiability Problem (SAT') attack [154].
This attack type utilizes powerful SAT solvers to find a correct activation key. It turned out, all
previous schemes are vulnerable to this type of attack. Therefore, a new research stream started
with the introduction of SAT-based attacks with a clear security objective—SAT resilience. Ex-
ample LL mechanisms that aim at SAT resilience are point-function-based locking, the insertion
of SAT-unresolvable structures, and routing-based locking, among others [155; 156; 157; 158,;
159; 160].

An interesting locking approach is manifested in parametric locking. This LL category aims to
protect the parametric features of the design, such as power, delay, and reliability characteris-
tics. Compared to traditional locking, parametric locking typically does not induce incorrect
output behavior for incorrect keys, but rather incorrect parametric traits, e.g., incorrect power
consumption and performance [161].

One drawback of traditional SAT-resilient schemes is the low corruptibility for incorrect keys. This
specific trait is a key ingredient in thwarting SAT-based attacks. Unfortunately, this behavior is
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Figure 5.2.: Evolution of logic locking.

going against security expectations, as high output corruption is typically expected. Moreover, the
first iteration of SAT-resilient schemes suffers from removable and identifiable locking structures,
thus enabling removal attacks. To mitigate these two pitfalls, SAT-resilient schemes can be
combined with traditional locking, implementing the so-called compound schemes.

Starting around 2018, Machine Learning (ML) concepts have been introduced into the domain
of logic locking. This initiated a new research stream focusing on two main topics [162; 163; 164]:
thwarting ML-based attacks on LL and ML-driven locking policies. The existing research clearly
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shows the potential of machine learning in driving the design of logic-locking schemes, as well as
challenging different security aspects of locking policies [165; 166; 167; 168; 169; 170]. The main
reason "ML and logic locking" is an interesting and promising research direction is that ML can
uncover new or confirm previously unconfirmed LL-related leakages [164].

5.1.4.2. High-Level LL

Another research direction is represented by logic locking at higher abstraction levels. Typically,
this includes three categories [135]. The first categories concerns the application of LL at high-
level language representations before high-level synthesis is deployed 2. The second category
includes the deployment of LL on the intermediate representations generated in the high-level-
synthesis process. The final category comprises LL schemes that operate directly at RTL. The
main driving motivation to operate LL at higher abstraction levels is the direct availability
of semantics, such as operators, control flow, and constants. These semantics are broken down
during logic synthesis, making it extremely challenging to retrieve the original semantics on gate
level. Therefore, recent studies started to explore the security of LL at higher levels [171; 172;
173; 174; 175; 176].

5.1.4.3. Attacks on Logic Locking

Throughout the evolutionary landscape of LL, a plethora of deobfuscation attacks have been
introduced. We can categorize all attacks as follows [177]:

e Functional attacks: These attacks exploit the effects that LL has on the functional (output)
behavior of locked designs. For example, an attacker could try to determine a correct
activation key by measuring the output corruptibility for many incorrect keys, thereby
mutating the key until the corruptibility reaches zero.

e Side-channel attacks: These attacks exploit key-related information that hides in power,
timing and delay characteristics. For example, if incorrectly deployed, logic-locking struc-
tures can lead to higher power, delay, or area during the logic synthesis process. These
hints can be used to deduce the correct key and remove the additional structures.

e Structural attacks: This attack class exploits the structural (topological) characteristics
of the logic-locking-induced residue. For example, vulnerable schemes might include LL
structures that can easily be identified as redundant logic for incorrect key values.

e Physical attacks: This attack class includes attacks that have a direct physical impact on
locked circuits, such as optical probing, fault injection, tampering and others. As an example,
a physical attack can try to extract the correct activation key by optically probing certain
registers that buffer the correct key from the key storage to the locked design (assuming
an oracle-guided attack).

A detailed overview of attacks is available in [22; 131; 135; 178].

s High-level synthesis is the process of translating high-level code (e.g., written in C/C++) into synthesizable

register-transfer-level constructs.
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5.1.4.4. Fundamental Problems

Although substantial research efforts have been invested in the domain of logic locking, we are
still far away from provably secure solutions. The main unresolved challenges can be summarized
as follows:

Secure key storage: One fundamental problem in the OG model is the security of the
key. In this model, an oracle chip can be used as a golden reference to steer a plethora of attacks.
Hereby, the assumption is that the key cannot be read from the chip. Unfortunately, this is not
(yet) true. Multiple findings have shown that the key can be acquired through physical methods
without having to attack the logic-locking scheme:

e Multiple sources have demonstrated the extraction of keys through probing and fault-
injection attacks (=physical attacks) on locked ICs in the presence of a tamper-proof
memory [179; 180; 181].

e As the attack model assumes the key-input pins are known and identifiable, an adversary
can design a simple hardware Trojan that leaks the key value after the chip is activated [182].
This can be done with class-2 Trojans, i.e., without design-specific knowledge.

At first glance, the mentioned issues discredit the validity of the OG model, since the key can
be found regardless of the underlying locking policy. However, the OG model still plays an
important role in the reverse engineering process, as discussed in Section 5.1.3.2.

Security metrics and variability: Despite many efforts, a concrete security metric for
logic locking does not exist. Existing proposals mostly focus on functional implications
(such as corruptibility) or the success in thwarting certain attacks, such as SAT-resilience.
However, these metrics only paint part of the picture. The real, expected impact of logic
locking—the increase of reverse-engineering complexity—has, so far, not been measured.
This problem exists simply because of the complexity of reverse engineering and the in-
clusion of diverse manual, semi-manual, and automated steps. Thus, measuring the reverse
engineering effort would offer a direct, tangible measure of the security of logic locking—a
challenge that still persists. Moreover, even if such an empirical metric would exist, a formal
procedure to test the effectiveness of LL against hardware Trojans still remains an open question.

Universal circuits: An interesting solution to most problems in logic locking lies within
the concepts of universal circuits [183; 142]. Based on the well-known and many decades old
cryptographic primitive introduced by Valiant [184], universal circuits can be programmed
to represent any circuit up to a given size. In terms of security, a universal circuit could
represent almost any form of hardware functionality, thereby always preserving the same
structure. Thus, universal circuits implement the highest form of obfuscation. Unfortunately,
the cost of implementation is far beyond acceptable levels. A middle-ground solution has
been explored in the form of Embedded Field-Programmable Gate Arrays (eFPGAs). In this
configuration, selected design modules are replaced with fully reconfigurable soft eFPGA or
ready-made eFPGA hard macros [135; 185]. These macros are later programmed to implement
the desired functionality after production. However, more investigations are required to ensure
that FPGA-based obfuscation is secure and cost-effective [186; 187; 135].
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Figure 5.3.: Evolution of publications: attacks on logic locking.

5.1.4.5. Current Trends

Despite the problems mentioned in Section 5.1.4.4, the scientific community continues to de-
sign new schemes and attacks to push logic locking towards more secure solutions. To better
understand the current trends, we can look at how the publications in the domain of attack and
scheme design have progressed. In terms of attacks, as visualized in Figure 5.3, we can identify
the following trends:

e Functional attacks remain an active research area.

e Oracle-less attacks are becoming more popular. This trend is mostly related to the problem
of secure key storage, as mentioned in Section 5.1.4.4. Moreover, machine learning has
boosted the development of oracle-less attacks, as ML-driven approaches work well in this
attack model.

e Structural attacks are becoming ever more present. The reason is twofold. First, oracle-less
attacks are currently more realistic. Second, ML-driven attacks are successful in learning,
processing, and attacking structural representations of hardware, such as netlists (graphs).
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e Physical attacks are slowly being introduced. As in the previous observation, these are

closely related to the key-storage issue.

In terms of scheme design (Figure 5.4), the following observations can be made:

e Despite the fundamental problems of oracle-guided attacks, SAT-resilient scheme design

remains an active research field.

e Since 2020, ML-resilience has become a strong research stream.

These observations are also visible in more detail in Table 5.1 and 5.2.

Table 5.1.: Logic-locking schemes: security statistics (part 1). Specific security objectives are

marked with color: SAT-resilience and ML-resilience .

Scheme Year Vulnerable Vulnerable
in OG in OL
Random Logic Locking (RLL) [148; 149] | 2008 | v | v
Strong (Secure) Logic Locking (SLL) [188; 150] ‘ 2012 ‘ v ‘ v
Fault Analysis-Based Logic Locking (FLL) [151] ‘ 2013 ‘ v ‘ v
AND-OR ([189] | 2014 | v | ?
Test-Aware Locking (TAL) [152] ‘ 2015 ‘ V¥ ‘ v*
Logic Cone Analysis Logic Locking (LCALL) [153] ‘ 2015 ‘ V¥ ‘ V¥
SARLock [155] | 2016 | v | v
Anti-SAT [190; 191] | 2016 | v | v
Tenacious and Traceless Logic Locking (TTLock) [158] ‘ 2017 ‘ v ‘ v
Cyclic locking [157] ‘ 2017 ‘ v ‘ v
Weighted logic locking [192] ‘ 2017 ‘ ? ‘ ?
AND-Tree Insertion (ATI) scheme [193] ‘ 2017 ‘ ? ‘ ?
Stripped-Functionality Logic Locking (SFLL)-HD /flex [194] ‘ 2017 ‘ v ‘ v
SFLL-fault [195] | 2018 | ? | v*
SRCLock [196] | 2018 | v | ?
Logic Cone Size-Based Logic Locking (LCSBLL) [197] | 2018 | v* \ v*

* Based on a theoretical evaluation, as no empirical data was found.
Y At least one attack in this attack model can break the scheme.

? The vulnerability has not been evaluated yet in full extent.

Another interesting point lies in the statistics of vulnerable and unbroken schemes, as presented
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Table 5.2.: Logic-locking schemes: security statistics (part 2). Specific security objectives are
marked with color: SAT-resilience and ML-resilience .

Scheme Year Vulnerable Vulnerable
in OG in OL
Redundancy Attack Resistant Logic Locking (RARLL) [198] ‘ 2019 ‘ v* ‘ ?
Inter-Lock [199; 200; 139] | 2019 | ? | ?
TGA-Resistant Logic Locking (TGARLL) [201] ‘ 2019 ‘ v* ‘ ?
(M)-CAS-Lock [202] | 2019 | v | v
LOOPLock [203] | 2019 | ? | v
SFLL-rem [204] | 2020 | ? \ ?
Bilateral locking [159)] | 2020 | v \ ?
Strong Anti-SAT (SAS) [205] | 2020 | ? \ ?
SAS [205] | 2020 | v \ ?
Truly Random Logic Locking (TRLL) [206] ‘ 2020 ‘ /* ‘ ?
Scalable Attack-Resistant Obfuscation (SARO) [162] | 2020 | ? | ?
UNSAIL [163] | 2020 | v* \ ?
LOOPLock 2.0 [207] | 2021 | ? \ v*
(G-)Anti-SAT [156] | 2021 | ? \ ?
Robust SAS (RSAS) [208] | 2021 | ? | ?
Symmetric Multiplexer (MUX) [209] ‘ 2021 ‘ v* ‘ v
Deceptive Multiplexer Logic Locking (D-MUX) [164] ‘ 2021 ‘ v* ‘ v
LeGO [210] | 2022 | ? | ?
SATConda [211] | 2022 | ? | ?
IsoLock [212] | 2022 | ? \ X

* Based on a theoretical evaluation, as no empirical data was found.
Y At least one attack in this attack model can break the scheme.

? The vulnerability has not been evaluated yet in full extent.

* The current evaluations indicate that the scheme is not vulnerable.

in Figure 5.5. Across different security objectives (diverse, SAT-resilience, ML-resilience), the
percentage of broken (vulnerable) schemes ranges from 69% to 82% (with 75% on average). The
percentage of unbroken schemes would suggest secure schemes exist*. However, the reality is
different; some proposed schemes have simply not been evaluated yet. Therefore, only a handful
of secure schemes exist, thereby being secure only in specific attack models and against
specific attacks.

5.2. Functional Filler Cells

Filler cells are often used to fill unused spaces in the layout, in order to improve the debugging,
yield, and power characteristics of the chip. An attacker might replace some of these nonfunctional
cells with Trojan-related cells. One potential way to mitigating this issue is to use functional

4 Secure in terms of empirical metrics.
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Figure 5.5.: Percentage of unbroken and vulnerable LL schemes for different security objectives.

filler cells. An example implementation is known as Built-In Self-Authentication (BISA) [213;
214; 215]. This technique fills the unused layout spaces with functional filler cells connected into
a combinational and testable circuit. A failure during testing indicates that the protected area
might have been manipulated.

5.3. Split Manufacturing

Split manufacturing divides the design into the Front End of Line (FEOL) and Back End of Line
(BEOL). FEOL includes the transistors and lower metal layers®. BEOL includes the remaining
higher metal layers. The low-cost BEOL layers can be fabricated in a trusted in-house foundry.
The expensive FEOL layers are fabricated in an untrusted, high-end foundry. In this setting, only
the transistors and a limited number of connections are exposed to the untrusted foundry [216;
217; 218]. Split manufacturing offers a potential way to reduce the cost of in-house production and
lower the security risk associated with outsourcing the IC fabrication. Despite these promising

features, the security of split manufacturing still remains under debate [219].

5.4. Layout Camouflaging

Layout camouflaging conceals the layout of selected types of logic gates by making them appear
identical. A standard gate can be camouflaged by using real and dummy contacts, which can
enable different functionalities. Automated image processing techniques can easily identify the
functionality of standard gates if regular layouts are used. However, automated RE is more
difficult when camouflaging is used [220; 221; 220; 222; 223; 224].

5  The exact number of layers is not defined.
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5.5. Comparison of Design-for-Trust Techniques

Among the presented DfTr solutions, logic locking has been identified as the only active protection
mechanism that can potentially protect against untrusted entities throughout the microelectronics
supply chain [225; 22; 134; 226]. Therefore, logic locking has been the focal point of research in
this domain for more than a decade, resulting in a plethora of locking policies and deobfuscation
attacks.

5.6. Open Challenges

e How to protect the key from physical attacks?
e How to measure the impact of logic locking on the reverse-engineering effort?
e How to design generic, indistinguishable circuits?
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6. Applicability of Detection and Protection
Methods to the Asset

After the detection and protection mechanisms were presented in the previous chapters, their
applicability to every part of the asset chain is discussed below. First, it is elaborated on the
applicability of the different forms of detection schemes in the identification of hardware Trojans
in the asset in the supply chain. Second, the same elaboration is conducted w.r.t. the protection
against the implementation of hardware Trojans.

6.1. Detection Techniques

Table 6.1 illustrates which detection mechanisms can be used to identify malicious modifications
in the asset at a certain link of the supply chain. The cells that contain "Yes" indicate that
commercial, open-source, or scientifically published solutions exist for the respective form of the
asset and the detection mechanism.

The pre-silicon detection mechanisms can only be applied to the asset in the pre-silicon form,
which means that the chip is not manufactured yet. For the manufactured chip, non-destructive
reverse engineering is required to yield a formal description of the chip, e.g., in GDSII format.

Post-silicon detection mechanisms are not applicable to non-manufactured chips. The asset
could be manufactured to yield a chip, so that post-silicon schemes could be used. However, the
manufacturing of a chip solely to use the less successful post-silicon schemes seems illogical.

As indicated in Table 6.1, verifying the integrity of the specification is not supported, as it
represents the highest abstraction layer. Most research work assumes the specification is correct
or that a manual inspection is sufficient to identify errors. As mentioned before, we assume the
specification is also Trojan-free.
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Protection
scheme || Logic | Functional Split Layout

Format locking | filler cells | manufacturing | camouflaging
Specification file No No No No
Virtual prototype No No No No
High-level description Yes No No No
RTL design Yes No No No
Gate-level netlist Yes No No No
GDSII format Yes Yes Yes No
Final chip Yes Yes No Yes
Final device Yes Yes No Yes

Table 6.2.: The applicability of protection schemes on various design formats in the microelec-
tronics supply chain.

6.2. Protection Techniques

The applicability and effectiveness scope of the protection mechanisms discussed in Chapter 5
on every design format throughout the supply chain is presented in Table 6.2. Hereby, a "yes"
entry indicates that a certain mechanism can in principle increase the security of a design of the
given format. However, it does not indicate a conclusive and complete security assurance.
Thus, the exact security implication must be evaluated individually in detail for each case.

As discussed in the previous chapter, logic locking provides security properties across different
formats, starting from a high-level description. As the effect of logic locking reaches up until
the correct key is uploaded to the final chip, the earlier the protection mechanism is deployed,
the greater its effectiveness. Functional filler cells are tightly bound to the layout. Thus, the
security implications of these cells only start at the GDSII level. Split manufacturing only affects
the fabrication process. After the fabrication is done, the effect of split manufacturing has no
impact on reverse engineering, as the original (target) design has not been changed in any way
through the process—only the fabrication itself is split. Finally, layout camouflaging requires
the active inclusion of a trusted foundry. Therefore, its protection only spans the design formats
after fabrication.

6.3. Open Challenges

e [s post-manufacturing equivalence checking feasible?

e Are the abstraction layers incompatible with the concept of security when using
equivalence checking?

e How to actively protect design formats starting from the specification?
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This part of the report discusses possible formal security guarantees for the asset in the hardware
supply chain. Most presented detection and protection mechanisms use empirical analysis to
prove their effectiveness.

Formal methods offer mathematical proof and certainty for their success. Therefore, we focus
on these methods in this part to develop a complete security guarantee for the hardware supply
chain.

The formal methods have some requirements that need to be satisfied. The requirements are
discussed in Chapter 7. Afterward, the detection and protection schemes from Part II are
discussed in Chapter 8 to elaborate on whether they can offer a formal assurance for the hardware
supply chain.
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7. Requirements for Formal Guarantees

This chapter deals with the requirements for achieving formal security guarantees. First, the
requirements are listed. Second, each point in the list is discussed in detail in the following
sections.

The requirements are as follows:
1. A complete formal description of the asset.
2. A formal description of the protection or detection scheme.

3. A formal proof of the success of the defense against a malicious modification for the
protection or detection schemes.

7.1. A Complete Formal Description of the Asset

In the given context, a formal description is a written description of the asset that can be processed
by an algorithm. Common hardware description languages offer this formal description. The
different Hardware Description Language (HDL) can operate on different abstraction levels, such
as Verilog on Register-Transfer Level (RTL) or SystemC on system level. Specifications need to
be formatted in a manner that can be compared to other descriptions or processed by algorithms
checking for vulnerabilities.

In addition to having a formal description, the description must be complete. As discussed
in section 4.1.2.2, the higher abstraction levels offer a more dense and simpler environment
for describing the asset, which might allow internal states and functional behavior to remain
undefined. These undefined states are ignored in detection mechanisms, such as equivalence
checking, thus malicious behavior can be hidden within these blind spots. Therefore, all internal
states and possible functional behavior need to be defined at a higher level.

Achieving this is fairly complex, as it goes against the nature of the design methodology itself.
Higher abstraction levels are used to neglect details and ease the design process. An RTL
description is independent of power, timing, and area definitions, whereby GDSII descriptions
incorporate the information in its format.

Additionally, manufactured chips must be reverse-engineered to yield a formal description, which
can be processed. Reverse engineering needs to be conducted for every manufactured chip, if the
integrity of each device shall be proven.

As a summary, it may be stated that the two major challenges for this requirement are:

1. Higher abstraction layers use fewer details to describe the asset. Hardware Trojans can be
hidden in this abstraction.
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2. A formal description of a manufactured chip is only available if all final devices are reverse-
engineered.

7.2. A Formal Description of the Protection or Detection Scheme

Most methods depend on algorithms that require a formatted description to run as a computer
program. If such a computer program exists, it can be processed to offer mathematical proof.
Some approaches utilize the conversion of a program or algorithm into a graph structure, that can
be further analyzed. For hardware descriptions, petri nets, control-data-flow-graphs or abstract
syntax trees are common representations that can be analyzed using mathematical algorithms.
Computer programs can be represented similarly. Known mathematical structures, such as graphs,
can be used to employ known mathematical lemmas. Algorithms could be represented similarly.
However, the goal of the protection and detection scheme needs to be formulated to fulfill the
third requirement.

7.3. A Formal Proof of the Success of the Defense Against
Hardware Trojans

The final goal is to have complete proof that no malicious modifications have been implemented
in the asset during any step of the supply chain. Traditionally, formal methods consist of two com-
ponents: assumptions and properties. The properties can be proven under the given assumptions.
Assumptions can be made to reduce complexity and make the computation feasible. Assumptions
can consider the behavior for undefined states or, e.g., disallow certain input patterns. Once the
properties are proven, they are solely proven under the given assumptions.

7.3.1. Detection mechanisms

For a detection mechanism to offer a formal proof of the success of the identification of a hardware
Trojan, three challenges need to be overcome.

1. The detection mechanism needs to detect any kind of hardware Trojan. It should not
matter whether they endanger the confidentiality, integrity, or availability property of the
asset. A combination of multiple detection mechanisms that cover all properties together
is also acceptable.

2. The detection mechanism should be applicable at every link of the supply chain.
3. The detection scheme should offer a formal proof for its success.

If the listed challenges are overcome, the third property is fulfilled. The third challenge is currently
only covered by formal methods.

7.3.2. Protection Mechanisms

Formally proving the success of active protection mechanisms is an extremely difficult task—if
not impossible. This is supported by the lack of research results in this domain. Nevertheless,
the community must continue to research and develop active protection mechanisms, as these
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are, at the moment, the only line of defense against malicious modifications after production.
Nevertheless, even though it might not be possible to formally prove the effectiveness of a
protection scheme, it might be possible to formally prove that certain modifications cannot be
made due to a provable absence of knowledge. For example, in terms of universal circuits, any
change in the structure (thus, functionality) of the design cannot be made based on design-
specific knowledge, as the structure of the circuit provides no information about the intended
functionality. This assumes that the full circuit is replaced with a configurable block. In this
scenario, it can be proven that design-dependent modifications (class-1 hardware Trojans) cannot
be intentionally inserted, as no information leakage exists. However, design-independent Trojans
are still feasible, as well as design and manufacturing faults.
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8. Possible Formal Security Guarantees for
the Hardware Supply Chain

Some state-of-the-art technologies try to work on the challenges explained in the chapter above.
As most security frameworks focus on their functionality, the completeness of the underlying
hardware description is sometimes disregarded. This chapter discusses some of the frameworks
that try to offer a formal security guarantee. We discuss their functionality and their relation
to the listed requirements, such as the influence of an incomplete hardware description or the
different abstraction layers on their effort to give a formal security guarantee for the hardware
supply chain. Additionally, possible gaps in the guarantee are pointed out to establish a possible
roadmap for future research.

8.1. Detection Mechanisms

8.1.1. Formal Methods

In the field of hardware Trojan detection schemes, the obvious approach for a formal security
guarantee is the usage of a formal method such as equivalence checking and the enforcement of
security properties. The two approaches offer a formal solution to identify malicious modifications
by utilizing mathematical models that can prove a property such as confidentiality or equivalence.

However, although formal methods have been shown to be capable of identifying malicious
modifications, further analysis might be required to discuss how hardware Trojans might be
overlooked when applying the formal methods to protect the supply chain.

As discussed in Section 4.1.2.2, the abstraction of the description of the asset influences the level
of detail. Although formal methods offer formal proof of a security property, the first requirement
for formal assurance needs to be covered as well. The lack of detail in higher abstraction layers
could be abused to hide additional modifications that cannot be identified when comparing
the description with a version of a higher abstraction layer. The influence of the level of
abstraction on the possibility of hiding hardware Trojans needs to be elaborated further.

Additionally, manufactured chips do not fulfill the first requirement. A formal description is
only available if Reverse Engineering (RE) is conducted. Furthermore, if all assets must be
protected, all devices must be reverse-engineered. As destructive approaches would deem every
asset useless after the analysis, non-destructive mechanisms must be used to generate a formal
description of the asset. Furthermore, fast approaches are required to allow formal proof for
every manufactured chip.

As not all formal methods are supported for every abstraction layer for the asset, the gaps need
to be filled. Most model checkers and theorem provers are embedded in commercial tools by
Synopsys and Cadence. If a lack of trust in such third-party providers is existent, as discussed in
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Section 2.2, additional open-source implementations need to be considered and implemented.

8.1.2. Other methods

Other detection mechanisms, such as functional, structural, and code coverage analysis, are
shown empirically to be successful in the identification of hardware Trojans. Therefore, the third
requirement is not fulfilled.

Therefore, mathematical methods describing a metric of the success of the detection methods in
identifying each type of hardware Trojan are required. The success of all of the listed detection
methods is shown empirically using benchmarks in all publications. Thus, the task of developing
mathematical proof can be labeled as a complex problem.

Additionally, the problems about requirement one, listed in the previous subsection are valid for
the other methods as well. Abstraction layers and RE influence the success in the identification
of malicious modifications.

8.2. Protection Mechanisms

The protection schemes discussed in Chapter 5 are all active protection schemes relying on two
security pillars: increasing the RE or hardware Trojan insertion effort. For example, logic locking
aims to increase the RE effort. Functional filler cells target the increase of insertion difficulty.
Unfortunately, none of the discussed protection mechanisms includes a security guarantee.
The main reason a guarantee cannot be given lies in the nonexistence of tangible and measurable
security metrics based on the RE effort and insertion difficulty. How much RE is required to
insert a class-1 hardware Trojan? How much is the effort impacted by the different protection
mechanisms? These questions remain unanswered, despite a handful of smaller studies along
these topics. Without the answers to these questions, it will be difficult to formalize the security
implications of existing protection mechanisms. Therefore, at the time of writing this report, a
protection mechanism with formal security guarantees does not exist.

8.3. Open Challenges

e How to deploy end-to-end equivalence checking to secure the complete hardware
supply chain?

e What is the influence of the abstraction layer on the success of the formal methods?

e How to enable formally-secure active protection approaches?
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This part discusses the research gaps and recommendations for future research projects in the
field of secure hardware supply chains. Chapter 9 lists research needs to secure the hardware
supply chain from malicious modifications. Chapter 10 presents an approximation of the required
project costs and time effort for the recommended research goals.
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O. List of Research Needs

The open challenges listed throughout this study are summarized into Research Goals (RGs).
Each RG contains several Work Streams (WSs). To enable a secure microelectronics supply chain,
it is important to look at two challenges. (1) How to formally secure the supply chain and reach
mathematically proven security guarantees throughout the hardware design and fabrication flow.
Evidently, this goal fulfills the highest level of security possible, potentially leading to high-risk
and long-term projects. (2) Therefore, it is crucial to also support research activities on lower-risk,
short-term projects that enable best-effort security. These two macro-goals are described in the
following.

9.1. Goal: Formal Security Guarantees

To enable a formally secure hardware design and fabrication flow, the following must be achieved:

e RG1: End-to-end, automatic, zero-fault, and non-destructive Reverse Engineering (RE)
from the physical device to high abstraction levels. Having a complete RE flow from the
final chip will be a key-enabler for end-to-end Equivalence Checking (EQ), any form of
Hardware Trojan (HT) detection, as well as the effectiveness estimation of active protection
methodologies. This research gap includes the following research streams:

— WS1.1: The complexity of the RE process makes it extremely challenging to estimate
the complexity, cost, and time effort of reverse engineering. It is fundamentally im-
portant to understand these properties to enable designing and evaluating potential
protection methods.

— WS1.2: The RE process involves many complex non-standardized manual, semi-
manual, and automatic steps. Therefore, reverse-engineering every produced device
for security checks remains infeasible. Thus, the community must provide automatic
tools that facilitate an end-to-end RE process with supportive complexity, effort, and
time metrics.

e RG2: End-to-end and complete EQ from high abstraction levels to the final physical device.
This EQ chain will ensure the final fabricated, packaged, and embedded device remains
fully equivalent to its original design description. The completeness of the flow must ensure
that any form of manipulation is detected by the EQ process. This research gap includes
the following research streams:

— WS2.1: The evaluation of the influence of the abstraction layer on the effectiveness
of EQ. The common design methodology relies on the principle of abstraction and
Electronic Design Automation (EDA) tools to generate the final detailed description.
This lack of detail in the higher abstraction layers can be utilized to hide Trojans,
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when comparing the low level design with an abstract definition. The influence of the
abstraction on EQ shall be analyzed.

— WS2.2: Enabling EQ at high abstraction layers is an important step in closing the
end-to-end EQ process. Currently, certain high-level descriptions of hardware cannot
be used as input to modern EQ checkers.

— WS2.3: Enabling post-fabrication EQ is the final step towards closing the EQ chain.
One potential way to close this end of the chain is to reverse-engineer each produced
device back to a format that can be checked with EQ. However, the current RE flows
remain incomplete and faulty.

— WS2.4: Trust must remain a cornerstone of the equivalence-check process. Therefore,
it is important that the community offers open-source EQ tools that allow processing
complex designs described in modern hardware description languages.

9.2. Goal: Best-Effort Security

As the research gaps in Section 9.1 are estimated to be of long-term and high-risk, it is impor-
tant to support lower-risk research gaps that might not result in formal and complete security
guarantees, but offer best-effort security. These research goals include the following:

e RG3: Active protection mechanisms might not provide formal security guarantees, but
remain an important and, at the moment, only line of defense against malicious modifi-
cations during external design and fabrication steps. However, the effectiveness of active
protection methods is bound to many unanswered questions, including:

— WS3.1: Protecting hardware from physical attacks plays an important role in ex-
tending the security benefits of active protection mechanisms, such as logic locking,
beyond a single fabrication batch. For example, tamper- and read-proof memories are
supposed to ensure the security of secret keys, such as logic-locking activation keys.
Unfortunately, various physical inspection methods often circumvent such memories,
resulting in successful key retrieval. Note that this issue persists even if a formally
secure logic locking scheme exists. Hence, the importance of physically-protected chips
is a prerequisite for a long-term security beyond the fabrication process.

— WS3.2: A potentially fully secure protection lies within generic, indistinguishable,
and reconfigurable circuits. These circuits could embed any form of functionality,
thereby always preserving the same circuit structure. This configuration would allow
only design-independent, low-impact HTs, as no information is retrievable from the
circuit about its intended functionality. Unfortunately, the design of such circuits is
often limited by the implementation cost. Supporting the development of cost-efficient
universal circuits or approximations thereof in the form of reconfigurable circuits offers
the potential for the highest security levels. Assuming such circuits would exist, formal
security guarantees could potentially be compiled based on the structural regularity
of these circuits.

— WS3.3: The exact impact of active protection mechanisms on the RE effort remains
unknown. However, having an estimation of this impact remains a fundamental tool
to perform security estimations.
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— WS3.4: Active protection mechanisms have not been formalized thus far, and for-

mal security assurances do not exist. It remains unclear if a formally secure active
protection is realizable.

e RG4: The design and detection of class-1 HTs remains in the focus of security research.
To facilitate this goal, the following must be considered:

— WS4.1: A tangible estimation of the effort, tools, and skills required to design and

insert class-1 hardware Trojans is an important vehicle to understand what active
protection mechanisms must provide and how to protect against Trojan insertion.
Currently, this process is only supported by assumptions and small-scale studies.

— WS4.2: EQ remains a golden standard to detect design manipulations. However, it

is unclear to which extent HTs can be designed to circumvent detection by EQ.

— WS4.3: Post-silicon EQ still remains a long-term goal, which heavily depends on fault-

free RE. Therefore, it is relevant to also support best-effort research on post-silicon,
non-EQ-based HT detection methods.

The discussed research goals and their work streams are summarized in Table 9.1.

Table 9.1.: Research goals and work streams.

Goals | Title

RG1 ‘ End-to-end, automatic, zero-fault, and non-destructive RE

WS1.1 | Quantification of RE complexity, cost, and time effort

WS1.2 | Automatic and zero-fault RE from physical devices to high-level design descriptions
RG2 ‘ End-to-end and complete EQ

WS2.1 | Influence of the abstraction layer on the effectiveness of EQ

WS2.2 | Enabling EQ at high abstraction layers

WS2.3 | Enabling post-fabrication EQ

WS2.4 | Open-source EQ tools

RG3 ‘ Active protection mechanisms

WS3.1 | Protecting against physical attacks

WS3.2 | Designing cost-effective, generic, and indistinguishable circuits

WS3.3 | Impact of active protection mechanisms (e.g., logic locking) on RE

WS3.4 | Applicability of formal security evaluations for active protection mechanisms
RG4 ‘ Class-1 HTs: design and detection

WS34.1 | Effort, tools, and skills requirements for the insertion of class-1 HTs

WS4.2 | Effectiveness and limits of EQ for HT detection

WS4.3 | Post-silicon, non-EQ-based HT detection methods
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10. Recommendation for Action

The recommendation for action at the level of main research goals is presented in Figure 10.1.
Hereby, as previously discussed, we can categorize the four RGs based on the final outcome into
(1) formal security guarantees and (2) best-effort security. The RGs in (1) are of higher
priority. Moreover, the specific work streams for each RG are shown in Figures 10.2-10.5.

10.1. Cost Estimation

The cost and time estimation of the mentioned RGs is based on our experience in BMBF and
industrial projects. The main cost unit is a Person Years (PYs). The majority of PYs are typically
based on academic research costs. However, some work streams are likely to involve a certain
number of industry-based PYs. Moreover, certain work streams require expensive equipment.
These cases are listed in the following:

e WS1.2 will likely include industry partners, as high-level design abstractions are often
available in third-party software solutions.

e WS1.3 will likely include industry partners, as certain modifications of the fabrication
process might be an important component in post-fabrication EQ.

e WS2.2 will require expensive imaging equipment to automatically delayer fabricated chips.
The cost estimation per RG in PYs is as follows:

e (RG1) End-to-end reverse engineering: 75 PY.

e (RG2) End-to-end equivalence checking: 40 PY.

e (RG3) Active protection mechanisms: 25 PY.

e (RG4) Class-1 HTs: design and detection: 15 PY.

75



HENSOLDT

Detect and Protects

S

High-risk

>50% failure |

Low-risk

< 10% failure |

Dependency - - - -»
(RG1) End-to-end reverse engineering
A A A
Vo '
(RG2) End-to-end equivalence checking wSs2.3 - ' '
]
: :
' :
(RG3) Active protection mechanisms WS33------==-==-- ' ! g
=
B
(RG4) Class-1 HTs: .
design and detection ~ WOkL --=mmom-ommmmmmommmmo e e @
i i i
Short-term Mid-term Long-term
<2 years 5 years > 5 years

Figure 10.1.: Recommendation for action at the level of research goals.
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Acronyms

3PIP 3rd Party Intellectual Property

ATI AND-Tree Insertion

ATPG Automatic Test Pattern Generation

BEOL Back End of Line
BISA Built-In Self-Authentication

BMBF German Federal Ministry of Education and Research

C1HT Class-1 hardware Trojan
C2HT Class-2 hardware Trojan
CNN Convolutional Neural Networks

CWE Common Weakness Enumeration

D-MUX Deceptive Multiplexer Logic Locking

DT Design for Test

DfTr Design-for-Trust

DoS Denial of Service

EDA Electronic Design Automation

eFPGA Embedded Field-Programmable Gate Array

EQ Equivalence Checking

FEOL Front End of Line
FIB Focused Ion Beam
FLL Fault Analysis-Based Logic Locking

FSM Finite State Machine

GNN Graph Neural Network

HDL Hardware Description Language
HIM Helium Ion Microscopy
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HT Hardware Trojan

HW Hardware

I1C Integrated Circuit

IFA Information Flow Analysis
1P Intellectual Property

LCALL Logic Cone Analysis Logic Locking

LCSBLL Logic Cone Size-Based Logic Locking

LL Logic Locking
LVS Layout vs Schematic comparison
ML Machine Learning

MUX Multiplexer

OEM Original Equipment Manufacturer

oG Oracle-Guided

OL Oracle-Less

PCB Printed Circuit Board
PY Person Year

RARLL Redundancy Attack Resistant Logic Locking

RE Reverse Engineering

REE Reverse Engineering Effort
RG Research Gap

RLL Random Logic Locking

RSAS Robust SAS

RTL Register-Transfer Level

SARO Scalable Attack-Resistant Obfuscation

SAS Strong Anti-SAT
SAT Boolean Satisfiability Problem
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SEM Scanning Electron Microscopy
SFLL Stripped-Functionality Logic Locking

SLL Strong (Secure) Logic Locking

TAL Test-Aware Locking

TEM Transmission Electron Microscopy
TGARLL TGA-Resistant Logic Locking
TRLL Truly Random Logic Locking

TTLock Tenacious and Traceless Logic Locking

vP Virtual Prototype
WP Work Package
WS Work Stream
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